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Synopsis

Quantum Chromodynamics (QCD), the theory of strong interactions, predicts the

existence of the new state of matter called Quark-Gluon Plasma (QGP) at sufficiently

high temperature and/or high energy density [1]. Such a matter is believed to have

existed in the early Universe during the first few microseconds after the Big Bang.

The primary aim of the heavy ion program at the Relativistic Heavy Ion Collider

(RHIC) is to produce and study the dense, thermally equilibrated, strongly interacting

matter, the Quark-Gluon Plasma [2-5]. One of the observable used to characterize the

produced QCD matter in heavy ion collisions is the azimuthal anisotropy of produced

particles. In order to study the QGP, it is also very important to understand the basic

nucleon-nucleon interactions and nucleon-nucleus interactions. At RHIC, we study

d+Au collisions to disentangle the initial and final state effects because one does not

expect the final state interactions to play a dominant role in such a small system.

This thesis includes the study of identified particle spectra in d+Au collisions,

elliptic flow of light nuclei in Au+Au collisions and observation of the antimatter

helium-4 nucleus at RHIC. The data sets used for these analyses were taken by the

STAR [6] experiment at RHIC. The Time Projection Chamber (TPC), the Forward

Time Projection Chamber (FTPC) and the Time-of-Flight (TOF) detector systems

were mainly used to identify the hadrons and light nuclei. The details of STAR

detector and its subsystems are presented in this thesis.

We present the transverse momentum spectra for φ meson and pion in d+Au

collisions at
√
sNN = 200 GeV. This data set was taken in the year 2008 with signifi-

cantly reduced material (∼1/10) and high statistics (∼3) compared to previous runs

at RHIC. The measurement of identified particle spectra in d+Au collisions would be

helpful to understand the initial Cold Nuclear Matter (CNM) effects such as Cronin
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effect, shadowing and gluon saturation. The Cronin effect [7], the enhancement of

hadron yields at intermediate pT in p+A collisions as compared to those in p+p col-

lisions, has received renewed interest at RHIC. In order to understand the particle

species dependence of Cronin effect and shed light on the initial conditions at RHIC,

we have studied the nuclear modification factor (RdAu) of the φ meson along with π,

K and p in central d+Au collisions at
√
sNN = 200 GeV. The study of φ meson is

important because it’s a meson with the hidden strangeness and mass close to that

of light baryons. The measured RdAu of φ meson increases above unity and is higher

than RAuAu at intermediate pT . The enhancement of RdAu of φ meson at the inter-

mediate pT is attributed to the Cronin effect. When we compare RdAu of φ meson

with that of other hadrons, it seems to follow closely the same for other mesons for

2.5 < pT < 4 GeV/c. In order to understand the particle production mechanism in

forward (d going side) and backward (Au going side) rapidities, we have studied the

rapidity asymmetry (YAsym) of φ mesons in the most central d+Au collisions. The

YAsym for φ meson is found to be greater than unity in the measured pT region for

both |y| < 0.5 and 0.5 < |y| < 1. Similar to other hadrons, the YAsym for φ meson is

found to be larger for 0.5 < |y| < 1 than for |y| < 0.5. This indicates the presence

of some rapidity dependence of nuclear effects. No strong particle type dependence

observed for YAsym in the measured pT region.

The other major topic presented in the thesis is the elliptic flow, v2, of light nuclei

in Au+Au collisions at
√
sNN = 200 GeV and 39 GeV. The Au+Au 200 GeV and 39

GeV data were taken with the STAR detector at RHIC in the year 2007 and 2010,

respectively. In relativistic heavy ion collisions, light nuclei and antinuclei are formed

through coalescence of produced nucleons and antinucleons or participant nucleons [8].

Since the binding energies of the light nuclei are small, this process can only happen

at a late stage of the evolution of the system when interactions between nucleons and

other particles are weak. The coalescence probability is related to the local nucleon

density. Therefore, the production of light nuclei provides a tool to measure collective

motion and freeze-out properties. We have studied v2 of light nuclei and compared

with those of their constituents (nucleons), in order to have better understanding of

the coalescence mechanism in general. The measured v2 for d(d) and 3He(3He) as a

function of transverse momentum pT is found to follow an approximate atomic mass
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number (A) scaling. The v2 values for light nuclei are further scaled to the number

of constituent quarks (NCQ) of their constituent nucleons and are consistent with

NCQ scaled v2 for baryons and mesons [9]. This indicates that partonic collectivity

dominates the expansion dynamics of the nucleus-nucleus collisions at RHIC. We have

studied the centrality dependence of v2 for light nuclei and compared those with that

for other hadrons in Au+Au collisions at
√
sNN = 200 GeV. Similar to other hadrons,

an increase of pT integrated v2 scaled by the participant eccentricity as a function of

collision centrality has been observed, which indicates a stronger collective expansion

for more central collision. The mass dependence of average transverse momentum

(< pT >) and the average v2 have been studied and compared to Tsallis Blast-

Wave (TBW) model [10] predictions. Both v2 and < pT > trends are consistent

with expectations from TBW model fit. The v2 of light nuclei measured in Au+Au

collisions at
√
sNN = 200 GeV are in good agreement with the dynamical coalescence

model calculation [11].

We have observed the antimatter helium-4 nucleus, also known as the anti-α (α)

at the STAR experiment at RHIC [12]. The anti-α consisting of two antiprotons

and two antineutrons, is the heaviest antimatter discovered to date. In total 18 4He

counts were detected at the STAR experiment in 109 recorded Au+Au collisions at
√
sNN = 200 GeV and 62 GeV. Out of those 18 counts, two are from year 2007

Au+Au collisions at 200 GeV and forms a part of this thesis. These two counts are

identified by measuring the mean energy loss per unit track length (〈dE/dx〉) in the

TPC gas. We have done the Tsallis Blast-Wave model calculation to predict the anti-

α spectra in Au+Au collisions at
√
sNN = 200 GeV. The observed yield is consistent

with expectations from thermodynamic and coalescent nucleosynthesis models, which

has implications for future production of even heavier antimatter nuclei, as well as

for experimental searches for new phenomena in the cosmos.
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Chapter 1

Introduction

The goal of elementary particle physics is to understand the nature of matter at the

most fundamental level, specifically to identify the basic constituents of matter and to

understand their properties and interactions. In the past, people believed that atoms

are indivisible and they are the fundamental building blocks of matter. Then, it was

discovered that atoms themselves are made up of three kinds of smaller particles,

called protons, neutrons and electrons. We now know that protons and neutrons are

not the fundamental particles like electrons, because they consist of sets of point like

particles called quarks held together by the exchange of messenger particles called

gluons. Collectively these quarks and gluons are called “partons”.

The fundamental structure of matter as well as the fundamental interactions can

be well described by the “Standard Model”of particle physics. It is a gauge theory

concerning three of the four known fundamental interactions between the elementary

particles such as the electromagnetic, weak, and strong interactions. The gravitational

interaction has not yet been incorporated in this model. The Standard Model of

particle physics contains 12 flavors of elementary fermions (6 quarks and 6 leptons),

plus their corresponding antiparticles, as well as elementary bosons that mediate the

forces. These 12 fundamental fermionic flavors are divided into three generations of

four particles each. The grouping of elementary particles of the Standard Model and

the force mediating gauge bosons are shown in the Fig. 1.1. Here, photons carry the

electromagnetic force, gluons carry the strong force, and weak bosons (W± and Z0)

carry the weak force.

15
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Figure 1.1: The fundamental particles of the standard model and the force mediating
gauge bosons. I, II, and III represent the three generations of quarks and leptons.
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1.1 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of the strong interaction, one of the

four fundamental forces in nature [1, 2]. It describes the interactions between quarks

and gluons which bind together to form hadrons. The charges responsible for QCD

interactions are called “color charges”, hence the “chromo”component of the theory’s

name. There are two key features of QCD such as confinement and asymptotic

freedom, which can be understood from the expression of strong interaction coupling

constant, αs, given by:

αs(Q
2) ≈ 12π

(33− (2Nf )ln(Q2/Λ2
QCD))

, (1.1)

where Q2 is the momentum transfer, Nf is the number of quark flavors and Λ is

the scale parameter. The typical value of Λ, obtained from scattering experiments

is about 200 MeV. The values of αs has been extracted from different experimental

results and compared with perturbative QCD (pQCD) predictions [3]. The pQCD

has been very successful in predicting and describing various processes observed in

different experiments as illustrated in Fig. 1.2.

At large distances or small momentum transfers, αs is large and increases as the

distance between two quarks is increased. This property is called “Confinement”and

is the reason that quarks are never found alone but are instead always bound together

in groups of three in the form of baryons or as quark-antiquark pairs in the form of

mesons. For sufficiently short distances or large momentum transfers, αs tends to

zero and quarks behave as free non-interacting particles. As a consequence, QCD

medium at very high temperatures is predicted to be a gas of free quarks and gluons.

This property, where the interactions between the quarks becomes arbitrarily weak

at length scales that asymptotically goes to zero, is known as “Asymptotic Freedom”.

This was discovered in 1973 by David Gross, Frank Wilczek, and David Politzer who

were awarded the Nobel Prize in Physics in 2004.

1.1.1 Deconfinement and QCD Phase Diagram

It was suggested by Collins and Perry in 1975, soon after the discovery of asymptotic

freedom in non-abelian gauge theories, that the dense nuclear matter at the center
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Figure 1.2: Summary of measurements of αs(Q) as a function of the respective energy
scale Q and the curves are the QCD predictions [3].
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Figure 1.3: Lattice QCD calculations for pressure (left) and energy density (right) as
a function of temperature for a strongly interacting matter [5]. The dependence on
the number of quark flavors are shown in different colored lines. The arrows indicate
the Stefan-Boltzmann limit in both the figures.

of neutron stars could consist of deconfined quarks and gluons [4]. The lattice QCD

calculations predicts a phase transition from a confined hadronic matter to a decon-

fined state of quarks and gluons at a critical temperature of Tc ∼ 170 MeV and an

energy density of ǫ ∼ 1 GeV/fm3 [5, 6]. This predicted state of matter containing

deconfined quarks and gluons is called the Quark-Gluon Plasma (QGP), which is be-

lieved to have existed a few microseconds after the creation of the universe in the Big

Bang. This plasma also exhibits the so-called “Chiral Symmetry”which in normal

nuclear matter is spontaneously broken, resulting in effective quark masses which are

much larger than the actual masses. Figure 1.3 shows the temperature dependence

of pressure (p) and energy density (ǫ) as obtained from lattice QCD calculations [5].

These calculations are performed for non-zero temperatures and non-zero chemical

potentials. The ǫ/T 4 is proportional to the number of degrees of freedom in the ther-

modynamic system. The sharp increase of ǫ/T 4 around critical temperature indicates

a transition in the system to a state where the quarks and gluons have become rel-

evant degrees of freedom. The pressure changes slowly at Tc compared to the rapid

increase of the energy density, which means the pressure gradient in the system is

significantly reduced during the phase transition.

Figure 1.4 shows the schematic phase diagram of strongly interacting matter,

which depicts possible phases of nuclear matter depending on its temperature (T)

and the baryon chemical potential (µB). At a larger T and smaller µB, lattice QCD
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predicts a smooth crossover between phases [8], while theoretical calculations show

that at smaller T and larger µB a first order phase transition may take place between

hadron gas and quark-gluon plasma [9]. The point in the QCD phase diagram where

the first order phase transition ends would be the QCD critical point. The scenario

of very high temperature and almost zero net baryon density is very similar to the

early universe, where as high net baryon density and very low temperature scenario

has similarity to the inner core of the neutron star. At larger µB and relatively low

T, color superconducting phase is predicted to exist.

1.2 Relativistic Heavy Ion Collisions

The primary motivation for colliding heavy ions at ultrarelativistic energies is the

belief that it is possible to create macroscopic volumes of nuclear matter at such

extreme conditions of temperature and energy density that a phase transition will

occur from a confined hadronic matter to a plasma of deconfined quarks and gluons.

The first heavy ion collision experiment at modestly relativistic conditions was started

in the early 1970s at the Bevalac at Lawrence Berkeley National Laboratory (LBNL).

This Bevalac facility permitted the acceleration of nuclear projectiles to about 1 A

GeV/c, which yields compressed nuclear matter at few times normal nuclear density.

The success of initial heavy ion experimental program, specifically the demonstration

of the possibility of studying the properties of compressed and excited matter led to

several heavy ion collision experiments at BNL (Brookhaven National Laboratory)

and CERN (European Organization for Nuclear Research). The Alternating Gradient

Synchrotron (AGS) at BNL and the Super Proton Synchrotron (SPS) at CERN have

run fixed target heavy ion collision experiments at top center of mass energies of
√
sNN

= 4.86 GeV and
√
sNN = 17.3 GeV, respectively. The Relativistic Heavy Ion Collider

(RHIC) at BNL is the first machine in the world capable of colliding ions as heavy

as gold. Since its start of operation in the year 2000, RHIC has collided a variety of

beams such as p+p, d+Au, Cu+Cu, Cu+Au, Au+Au, and U+U at center of mass

energies ranging from 7.7 GeV to 500 GeV. RHIC is now the second highest energy

heavy ion collider in the world. On 7 November 2010, the Large Hadron Collider

(LHC) at CERN became the worlds most energetic heavy ion accelerator when lead
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Figure 1.5: Collision of two nuclei A and B, with a non-zero impact parameter. The
participant and the spectator nucleons are shown in red and yellow colors, respectively.

(Pb) nuclei collided at a centre of mass energy
√
sNN = 2.76 TeV per colliding nucleon

pair. Although the LHC physics program is mainly based on proton-proton collisions

to search for the elusive Higgs boson, it will operate with heavy ions for about one

month per year to investigate QGP.

1.2.1 The Evolution of a Heavy Ion Collision

In relativistic heavy ion collisions, two nuclei are accelerated to nearly the speed

of light in opposite directions. The nuclei traveling at relativistic velocities appear

Lorentz contracted along the beam direction (z-axis) and take on a pancake shape.

Figure 1.5 shows a schematic diagram of a collision between two nuclei at very high

energy. The region of overlap between the incoming nuclei, is usually characterized

by the impact parameter (b) of the collision. Central collisions are events with small

impact parameters, while peripheral collisions have large impact parameters. Nucle-

ons in the overlap region that interact are called “participants”and non-interacting

nucleons are called “spectators”. The number of interacting participant nucleons and

non-interacting spectators depend on the overlap between the incident nuclei and

hence the impact parameter of the collision.

The space-time evolution of the medium created in an ultrarelativistic heavy ion
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Figure 1.6: Space-time diagram and different evolution stages of a relativistic heavy
ion collision.

collision is depicted schematically in Fig. 1.6. Let us consider the head-on collision

of two Lorentz contracted nuclei, A and B, along the beam direction (z-axis), in

the center of mass frame. At the point (z, t) = (0, 0), collisions of the nucleons of

the projectile nucleus with the nucleons of the target nucleus take place. In this

collision, a large amount of the energy is deposited in the interaction region, which

may lead to at least two possible scenarios. If the energy density created in the

collision does not reach the critical value necessary for QGP formation, then the

system will be composed of a gas of hadrons as shown on the left-hand side of Fig. 1.6.

However, the other possibility is that the initial energy density is large enough and

the temperature of the created system exceeds the critical temperature Tc, a phase

transition is expected to occur and a fireball of deconfined quarks and gluons is

formed. This scenario is shown on the right-hand side of Fig. 1.6. The fireball

initially may not be in thermal equilibrium, but subsequent interactions among quarks

and gluons may bring it to local equilibrium at the proper time τ0. This phase of

matter can be identified as the QGP. The subsequent expansion of the medium is
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then governed by the relativistic hydrodynamics. As the system expands and cools

to the critical temperature Tc, hadronization takes place and the quarks and gluons

become confined. If the phase transition from quarks and gluons to hadrons is of first

order then it will go through a mixed phase, in which quarks and gluons co-exist with

hadrons. The expansion is likely to be isothermal in this phase and latent heat is used

to convert the quarks and gluons to hadrons. As the system of hadrons continues

to expand, “chemical freeze-out”occurs at a temperature Tch, where the inelastic

interactions between the hadrons cease and the relative abundances for hadron species

do not change any more. The expansion continues until a temperature Tfo, where

the mean free path of hadrons becomes larger than the system size and the elastic

interactions between the hadrons cease. This is called as “thermal freeze-out”or

“kinetic freeze-out”. At this stage, the particles come out of the system freely and

get detected in the detectors.

1.3 Signatures of Quark-Gluon Plasma

The hot and dense medium created in heavy ion collisions is extremely short-lived

(∼ 5 − 10 fm/c) and only the final state particles are measured in the detectors of

experiments. Therefore, one has to use various experimental observables to character-

ize the properties of the system created in these collisions. Many signatures of QGP

formation and associated characteristics of the medium have been proposed [10, 11].

In the following sections, we briefly discuss some of the proposed signatures of QGP

formation.

1.3.1 Hadron Yields and Spectra

In high energy heavy ion collisions, the transverse momentum (pT ) spectra of identi-

fied particles is very useful in extracting initial conditions like chemical and kinetic

freeze-out properties. The pT spectra are usually studied by calculating the invariant

cross section given by:

E
d3N

dp3
=

1

2πpT

d2N

dpTdy
, (1.2)
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where E is the particle energy and d2N/dpTdy represents an event-wise yield den-

sity. The pT spectra can be characterized by extracting yield (dN/dy), inverse slope

parameter (T ) and average transverse momentum (〈pT 〉).
The particle yields measured in high energy nucleus-nucleus collisions can provide

information about the system at chemical freeze-out, when the chemical composition

of different particle species stops changing. Statistical Models use the particle ra-

tios to constrain the system temperature and the baryonic chemical potential, µB, at

chemical freeze-out, under the assumption that the system is in thermal and chemical

equilibrium at that stage [12]. Figure 1.7 shows a comparison of the experimental pT

integrated hadron yield ratios, as measured by STAR at mid-rapidity for Au+Au col-

lisions at
√
sNN = 200 GeV, with statistical model fits [13]. The excellent fit obtained

to the ratios indicates that the light flavors have reached chemical equilibrium at a

temperature, Tch = 163± 4 MeV. This temperature is essentially equal to the critical

value for a QGP to hadron gas transition predicted by lattice QCD. The inset in

Fig. 1.7 shows the variation of the strangeness suppression factor, γs, with centrality.

The value of γs reaches unity for most central collisions, indicating that the system

created in central collisions at RHIC is in chemical equilibrium.

The characteristics of the system at kinetic freeze-out can be explored by analyzing

the spectra of various hadron species. Kinetic equilibration is thought to prevail over

the transverse degrees of freedom, therefore transverse momentum (pT ) or transverse

mass (mT ) distribution are used to extract the kinetic freeze-out temperature (Tfo).

The spectra are usually fitted by hydrodynamics motivated models to extract model

parameters such as the kinetic freeze-out temperature Tfo and the radial flow velocity

βT . Figure 1.8 depicts the values of Tfo and < βT > extracted from thermal and

radial flow fits for different centrality bins and hadron species as obtained in Au+Au

collisions at
√
sNN = 200 GeV [13]. We observe that bulk of the system consisting of

pions, kaons and protons become cooler at kinetic freeze-out and develop a stronger

collective flow. This indicates that there is a rapid expansion after chemical freeze-out

which is seen to increase with centrality. The results obtained with φ and Ω indicate

reduced hadronic interactions after chemical freeze-out.
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.

1.3.2 High pT Probes

Partonic energy loss is a very sensitive probe of the matter created in high energy

heavy ion collisions. A high momentum parton traversing a dense colored medium is

predicted to experience substantial energy loss through induced gluon radiation [16,

25]. The energetic partons in the high density system originate from the initial hard

scattering of partons from the incoming nuclei. After a hard scattering, the parton

fragments to create a high energy cluster (jets) of particles. The significant softening

and broadening of jets in the dense partonic medium, is known as the phenomenon

of jet-quenching.

Figure 1.9 shows the STAR measurements of azimuthal distribution of hadrons

with pT > 2 GeV/c relative to a trigger hadron with ptrigT > 4 GeV/c [13]. A hadron

pair drawn from a single jet generate an enhanced correlation at ∆φ ≈ 0, as observed

for p+p, d+Au and Au+Au collisions. In contrast, a hadron pair drawn from back-

to-back di-jets will generate an enhanced correlation at ∆φ ≈ π, as observed for p+p

and for d+Au collisions with a broader width than the near-side correlation peak. In

central Au+Au collisions, the back-to-back dihadron correlation is absent. The strong

suppression of back-to-back correlations for di-jet events in central Au+Au collisions
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is due to final state interactions of hard scattered partons or their fragmentation

products in the dense medium generated in such collisions [21, 22].

In order to understand the effects of the medium on particle production, it is

necessary to compare the hadron spectra from nucleus-nucleus (AA) collisions with

the same obtained from nucleon-nucleon (NN) collisions. The observable used to

measure such effects is called the Nuclear Modification Factor (RAA), which is defined

as

RAA =
d2NAA/dpTdη

TAAd2σNN/dpTdη
, (1.3)

where TAA = 〈Nbin〉/σNN
inel is the nuclear thickness function. Nbin is the average number

of binary NN inelastic collisions as estimated from Glauber calculation [23, 24]. In the

absence of medium effects, an AA collision could be viewed simply as a superposition

of individual NN collisions, where the RAA factor would be unity, above a certain pT

threshold. Figure 1.10 shows the measured RAA(pT ) for unidentified charged hadrons
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at
√
sNN = 200 GeV for centrality-selected Au+Au spectra relative to the measured

p+p spectrum [15]. We observe that for 6 < pT < 10 GeV/c, RAA(pT ) is suppressed

for each collision centrality except for most peripheral collisions. The RAA(pT ) is

much more suppressed in central Au+Au relative to p+p collisions. As can be seen

from the Fig. 1.10, the Cronin enhancement and shadowing alone cannot explain

the suppression, which is reproduced only if parton energy loss in dense matter is

included. The suppression of RAA(pT ) at high pT was predicted to be one of the

signature of QGP formation [16, 17]. The peripheral RAA(pT ) is in agreement with

p+p measurement indicating that strong medium effects are only taking place in

central collisions.

1.3.3 Strangeness Enhancement

The enhanced production of strange particles in AA collisions, relative to NN colli-

sions, has been proposed as a signature of QGP formation [18]. The strange particles

are of particular interest because the initial strangeness content of the colliding nuclei

is very small and there is no net strangeness. This means that all strange hadrons

must be formed in the matter produced. In QGP, the production and equilibration

of strangeness is very efficient due to a large gluon density and a low energy thresh-

old for dominant QCD processes of ss̄ production i.e. gg → ss̄. In contrast, in a

hadronic system, e.g., in pp, the higher threshold for strangeness production was ar-

gued to make the strangeness yield considerably smaller and the equilibration time

much longer than in QGP [19].

The strangeness enhancement measured in experiments is defined as the ratio of

the yield of a strange particle per participating nucleon in the large AA system (e.g.

Au+Au at RHIC) to the yield of the same strange particle in a the small reference

system (e.g. p+p at RHIC). Figure 1.11 shows the strangeness enhancement as a

function of average number of participating nucleons (〈Npart〉) for K , φ, Λ̄ and Ξ+ Ξ̄

for Au+Au and Cu+Cu collisions relative to p+p collisions at
√
sNN = 200 and 62.4

GeV in the STAR experiment [20]. These experimental data indicate the formation

of a dense partonic medium in heavy ion collisions where strange quark production

is enhanced.
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1.3.4 Quarkonia Suppression

In 1986, Matsui and Satz predicted that the suppression of quarkonia production in

ultrarelativistic heavy ion collisions was expected to be an unambiguous signature

for the formation of a QGP [26]. In the deconfined state, the attraction between

heavy quarks and antiquarks is predicted to be reduced due to the color screening

effects, leading to the suppression of heavy quarkonia yield. The magnitude of the

suppression depends on the binding energies of the quarkonia and the temperature of

the system. Therefore, studies of J/Ψ particle, which is a bound state of charm quark

c and charm antiquark c̄, can reveal the thermodynamic properties of the medium.

The suppression of J/Ψ production has been studied in detail at the CERN SPS

and RHIC experiments. At the CERN SPS, the NA38, NA50 and NA60 experiments

have already studied J/Ψ production in various colliding systems and energies. The
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NA50 experiment observed a suppression of J/Ψ production as a function of collision

centrality in Pb+Pb collisions at
√
sNN = 17.3 GeV that exceeds expectations based

on the measurements of cold nuclear matter (CNM) effects in p+A collisions [27,

28]. The NA60 experiment also observed similar behavior in In+In collisions at the

same energy [29]. The PHENIX experiment at RHIC has characterized effects of the

nuclear medium on J/Ψ production at
√
sNN = 200 GeV [30, 31, 32, 33]. Figure 1.12

shows the pT integrated RAA versus Npart at mid and forward rapidity in Au+Au

collisions at
√
sNN = 200 GeV. A significant J/ψ suppression relative to the binary

scaling of p+p collisions has been observed for central Au+Au collisions at RHIC. The

magnitude of suppression is greater than that expected by extrapolating the CNM

effects measured in d+Au collisions [33]. The suppression at mid-rapidity is similar to

that observed at the SPS [27] and it is significantly larger at forward rapidity. Models

of quarkonia suppression based on the local energy density of the medium predict a

greater suppression at RHIC than at SPS as the energy density reached at RHIC is

larger than the one reached at SPS. Further, compared to mid-rapidity, a reduced

suppression is expected at forward rapidity because the energy density at mid-rapidity

is higher than that in the forward rapidity. Both trends are contradicted by the data.

A number of explanations have been put forth, including sequential melting, where

Ψ
′

and χc are dissociated leading to suppression of feed down components of J/Ψ

yield [34] and gluon saturation, which leads to a lower charm quark yield at forward

rapidity [35]. At RHIC, more than 10 cc pairs are expected to be produced in a

central Au+Au collision and these uncorrelated charm quark pairs can recombine to

form J/ψs. This regeneration approach for J/Ψ production has also been used to

describe the RAA of J/Ψ [36].

1.3.5 Photons and Dileptons

Electromagnetic probes such as photons and dileptons are very useful probes of the

hot and dense matter formed in relativistic heavy ion collisions. In the QGP phase,

the production processes of direct photons are annihilation (qq̄ → γg) and Compton

scattering (qg → qγ, q̄g → q̄γ). In addition, direct photons are produced through

fragmentation of hard partons. These are also called bremsstrahlung photons. The

dilepton production is mainly from quark and antiquark annihilation (qq̄ → γ∗ → l−l+
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) i.e. a quark can interact with an antiquark to form a virtual photon (γ∗) and the

virtual photon subsequently decays into a lepton l− and an antilepton l+. The photons

and dileptons interact with medium or other particles only electromagnetically and

are largely unaffected by final state interactions due to their large mean free path.

Therefore, they retain the information of early times more efficiently compared to

hadronic signals, where the hadrons interact strongly and thus tend to erase the

information of early time. However, the measurements involving the detection of

direct photons are very challenging because the production rate is small and the

background from hadronic decays is large.

Direct photon measurements have been made at the CERN SPS [37] and RHIC [38].

Figure 1.13 compares the direct photon spectra obtained by the PHENIX experiment

at RHIC [38] with the Next to Leading Order pQCD (NLO pQCD) calculations [39].

The pQCD calculation is consistent with the p+p data within the theoretical uncer-

tainties for pT > 2 GeV/c. The Au+Au data are above the p+p fit curve scaled

by TAA (dashed curves) for pT < 2.5 GeV/c, indicating that in the low pT range

the direct photon yield increases faster than the binary NN collision scaled p+p

cross section. In central Au+Au collisions, the shape of the direct photon spec-

trum above the TAA-scaled p+p spectrum is exponential in pT , with an inverse slope

T = 221± 19stat ± 19syst MeV. If the direct photons in Au+Au collisions are of ther-

mal origin, the inverse slope T is related to the initial temperature Tinit of the dense

matter. In hydrodynamical models, Tinit is 1.5 to 3 times T due to the space-time

evolution. The red dotted curve in Fig. 1.13 shows a thermal photon spectrum in

central Au+Au collisions calculated with Tinit = 370 MeV [40]. Figure 1.14 shows a

comparison of the direct photon data in central 0-20% Au+Au collisions with results

of several theoretical calculations of thermal photon emission added to the pQCD

calculations [41]. These hydrodynamical models which assume the formation of a hot

system with initial temperature ranging from Tinit = 300 MeV at thermalization time

τ0 = 0.6 fm/c to Tinit = 600 MeV at τ0 = 0.15 fm/c, provide results in qualitative

agreement with the data. Lattice QCD predicts a phase transition from hadronic

phase to quark-gluon plasma at a critical temperature Tc ∼170 MeV [5, 6].
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Figure 1.15: Schematic diagram showing the transformation of initial coordinate space
anisotropy into a momentum space anisotropy in a non-central heavy ion collision.

1.3.6 Azimuthal Anisotropy or Flow

In non-central heavy ion collisions, the overlap region of two colliding nuclei is spa-

tially asymmetric with an almond-like shape as shown in the Fig. 1.15. The interac-

tions among constituents of the system generate a pressure gradient, which is larger

along the short axis than along the long axis of the almond-shaped collision region.

Therefore, the initial spatial anisotropy causes the nuclear matter to also have a mo-

mentum anisotropy. Consequently, the azimuthal distribution of produced particles

may carry information about the pressure of the nuclear matter produced in the early

stage of the heavy ion collisions [42].

The azimuthal anisotropy can be quantified by studying the Fourier expansion of

azimuthal angle distribution of produced particles with respect to the reaction plane
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(the plane spanned by the beam direction and impact parameter vector) [43]:

E
d3N

d3p
=

1

2π

d2N

pTdpTdy
(1 +

∞
∑

n=1

2vncos[n(φ−Ψr)]), (1.4)

where φ is the azimuthal angle of the particle, Ψr is the reaction plane angle and vn is

the nth harmonic coefficient. The first harmonic coefficient, v1, is called the directed

flow and the second harmonic coefficient, v2, is called the elliptic flow. Figure 1.16

shows the pT integrated mid-rapidity elliptic flow coefficient, v2, as a function of

collision centrality for SPS [44] and RHIC [45, 46] energies. We can observe the

characteristic centrality dependence that reflects the increase of the initial spatial

eccentricity of the collision overlap geometry with increasing impact parameter. The

integrated elliptic flow value for produced particles increases about 70% from the top

SPS energy to the top RHIC energy.

At low pT (≤ 2 GeV/c), the differential elliptic flow v2(pT ) for different hadrons

has been observed to scale with particle mass. Figure 1.17 shows the measured low pT

v2 distributions for different identified particles in Au+Au collisions at
√
sNN = 200

GeV [46]. The hadron mass ordering of v2 is seen in the low pT region, where at a given
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pT , the higher is the hadron mass the lower is the value of v2. This mass dependence,

as well as the absolute magnitude of v2, is well reproduced by the hydrodynamic

calculations [47]. The agreement with the hydrodynamic calculation, which assume

early thermalization and ideal relativistic fluid expansion, is one of the centerpieces

of the discovery of QGP, as claimed at RHIC.

Figure 1.18 presents the v2 measurements for identified hadrons in minimum bias

Au+Au collisions at
√
sNN = 200 GeV [46]. For pT > 2 GeV/c, it can be seen that the

observed values of v2 saturate and the level of the saturation differs substantially for

mesons and baryons. This provides some important information regarding the origin

of baryon-meson difference which characterize this pT range. The hydrodynamic

calculations over predict the data for pT > 2 GeV/c. If we divide the v2 values with

the number of constituent quarks, n (i.e. n = 2 for mesons and n = 3 for baryons),

we observe a scaling for pT/n > 1 GeV/c, which is called the Number of Constituent

Quark (NCQ) scaling.

The upper panel in Fig. 1.19 shows the STAR results on v2/n as a function of
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pT/n for identified hadrons in minimum bias Au+Au collisions at
√
sNN = 200 GeV.

Here n stands for the number of constituent quarks. The dashed-dotted line denotes

a polynomial fit to the data. To investigate the quality of agreement between particle

species, the data from the top panel are scaled by the fitted polynomial function and

plotted in the bottom panel of Fig. 1.19. This shows that in the intermediate pT range

(0.6 < pT/n < 2 GeV/c), the v2 of the identified hadrons (except pion) scales with

the number of constituent quarks. The large resonance decay contribution to pion

production has been suggested as a possible explanation for the apparent deviation

from this scaling [48]. This observation of NCQ scaling, is of particular interest

and importance, as it indicates that the system is in a deconfined stage. In a more

general sense, it appears that high energy nuclear collisions provide an opportunity

to prove that hadron production indeed happens via coalescence of the constituent

quarks [50]. The constituent quarks carry their own substantial azimuthal anisotropy

which is later summed up to give the hadronic flow.

Figure 1.20 shows that plotting v2 as a function of transverse kinetic energy

KET = mT −m, wheremT =
√

p2T +m2, results in the formation of distinct branches

for mesons and baryons at intermediate pT . If we scale with the number of constituent

quarks nq then the two branches merge into one curve. At the moment there is no
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Figure 1.20: v2 as a function of pT and mT − m for identified particles in Au+Au
collisions at

√
sNN = 200 GeV, and also v2/nq vs (mT −m)/nq in the last panel [49].
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agreement on the reason for such a universal scaling except that re-plotting the data

as a function of transverse kinetic energy to some extent compensates for the effect

of radial flow [49].

1.4 Cold Nuclear Matter Effects

As we have discussed earlier, a strong jet quenching and suppression of high pT hadron

spectra in central Au+Au collisions relative to p+p collisions at
√
sNN = 200 GeV

have been observed at RHIC [15]. It is very important to check whether this high pT

suppression is due to initial state or final state effects. In the environment of heavy

ion collisions, the initial cold nuclear matter (CNM) effects play an important role.

Therefore, in order to disentangle the final state effects, one has to carefully estimate

the initial state effects in an environment where the transition to a QGP phase is

unlikely e.g. d+Au collisions at RHIC. These d+Au collisions are important because

the initial state nuclear effects are present in both d+Au and Au+Au collisions, where

as the final state effects are expected only in Au+Au collisions. The measurement

of identified particle spectra in d+Au and p+p collisions provide the reference for

Au+Au collisions and also helpful to understand the initial CNM effects such as

Cronin effect in p + A collisions. In addition to Cronin effect, other known initial

state effects are nuclear shadowing and gluon saturation [51].

1.4.1 Cronin Effect

The enhancement of hadron yields at intermediate pT in p+A collisions as compared

to those in p+p collisions is commonly referred to as the Cronin effect. This was first

observed by Cronin et al. in 1974 [52], for a low energy fixed target experiment, using

a 300 GeV proton beam on Be, Ti and W targets. The atomic weight (A) dependence

of the invariant cross section per nucleus is parameterized in the following form

E
d3σ

dp3
(pT , A) = E

d3σ

dp3
(pT , 1)A

α(pT ). (1.5)

It was found that the exponent α is significantly larger than unity at intermediate pT

for all particles, indicating an enhancement of the production cross section. A strong

particle species dependence of α has also been observed, which is shown in Fig. 1.21.
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The enhancement for proton and antiproton are larger than that for kaon and the

enhancement for kaon is larger than that of pion. The Cronin effect was observed

and studied in detail in fixed target p+A collisions with center of mass energy up to
√
sNN = 38.8 GeV [53]. The lower energy data suggest the exponent α decreases with

increase in energy. So, it is interesting to study the Cronin effect at higher energy

such as in d+Au collisions at
√
sNN = 200 GeV.

At RHIC energies, studies are being carried out to quantify the Cronin effect.

Figure 1.22 shows the variation of nuclear modification factors (RdAu) with pT for

the identified particles from d+Au collisions at
√
sNN = 200 GeV as measured by

both STAR (left) and PHENIX (right) experiments at RHIC [54, 55]. The RdAu of

the identified particles has characteristics of the Cronin effect in particle production

with RdAu less than unity at low pT and above unity at pT > 1.0 GeV/c. The

RdAu of protons rise faster than RdAu of pions and kaons. This is consistent with

the observed species dependence of the enhancement in lower energy collisions. The

Cronin enhancement is usually attributed to momentum broadening due to multiple

initial state soft or semi-hard scattering [56]. Such models typically do not predict

the particle species dependence observed in the data. There is also an alternative

explanation provided by Hwa and collaborators [57] that the recombination of soft

and shower partons in the final state could explain the particle species dependent

enhancement. This model predicts a larger enhancement for protons than for pions at

intermediate pT . There is no distinction of the hadronization mechanism in this model

if hot or cold nuclear matter is produced. However, the inclusion of recombination

from deconfined partons requires a high energy density in initial state, which may not

be justified in d+Au collisions.

The magnitude of the enhancement for pions at pT > 3 GeV/c is larger at
√
sNN

= 27.4 GeV than at 200 GeV as shown in the right panel of Fig. 1.22. Protons and

antiprotons yields are also more enhanced at the lower beam energy. This energy

dependence of the Cronin effect for pions has been interpreted as evidence for a

different production mechanism for high pT hadrons at RHIC energies compared to

lower energies [58]. In this model, high pT hadrons are produced incoherently on

different nucleons at low energy, while in higher energy collisions the production

amplitudes can interfere because the process of gluon radiation is long compared to
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Figure 1.21: The dependence of exponent α as a function of pT for the production of
different hadrons by 300 GeV protons in a fixed target experiment [52].
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the binary collision time. Coherent radiation from different nucleons is subject to

Landau-Pomeranchuk suppression. However, the difference between the baryon and

meson Cronin effects is not predicted by this model.

1.4.2 Using φ Mesons to Study the Particle Species Depen-

dence of Cronin effect

The φ(1020) meson’s properties and its transport in the nuclear medium have been

of interest since its discovery [59]. The lifetime of the φ meson is about 45 fm/c and

it decays into charged kaons K+K− with a branching ratio of 49.2% and more rarely

into the dilepton pairs e+e− and µ+µ−. The φ meson, consisting of strange quarks

ss̄, is a good probe to study the effect of final state hadronic rescatterings due to its

small hadronic cross sections with other non-strange particles. The effect of hadronic

rescatterings on φ meson is thought to be small. Most of the φ mesons are directly

produced from the collision process, the feed-down contribution from other hadrons

to φ meson being less than ∼ 1%. The φ meson is an interesting vector meson as

it’s mass is very close to the mass of light baryons such as proton and Λ. So, the φ

meson is very useful to understand the particle species dependence of Cronin effect

i.e. whether the enhancement is due to meson-baryon effect and mass effect. The φ

meson results when compared to those from π, K, and p will also tell us the role of
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hadronic re-scattering towards the understanding the Cronin effect. Some results on

the measurement of π and φ meson transverse momentum spectra in d+Au collisions

at
√
sNN = 200 GeV will be discussed in chapter 3.

1.5 Light Nuclei Production

According to the Big Bang theory, matter and antimatter existed in equal abundance

at the early stage of the universe. It remains a mystery how this symmetry got lost

in the evolution of the universe reaching a stage with no significant amounts of anti-

matter being present. High energy nuclear collisions create an energy density similar

to that of the universe microseconds after the Big Bang, where nearly equal abun-

dance of matter and antimatter are formed in the central rapidity region [60]. The

production of light nuclei and antinuclei are closely related to the matter-antimatter

symmetry at high energies.

In relativistic heavy ion collisions, production of nuclei and antinuclei is possible

via two mechanisms. The first mechanism is direct production of nucleus-antinucleus

pairs in elementary NN or parton-parton interactions. Since their binding energies

are small, the directly produced nuclei or antinuclei are likely to be dissociated in

the medium before escaping. The second and presumably the dominant mechanism

for nucleus and antinucleus production is via final state coalescence of produced nu-

cleons and antinucleons or participant nucleons [61, 62]. In this process, nucleons

and antinucleons merge to form light nuclear and antinuclear clusters during the final

stages of kinetic freeze-out. The formation probability is proportional to the product

of the phase space densities of its constituent nucleons [63]. Therefore, the produc-

tion of light nuclei provides information about the size of the emitting system and its

space-time evolution.

The invariant yields of nuclei can be related to the primordial invariant yields of

nucleons as

EA
d3NA

d3pA
= BA(Ep

d3Np

d3pp
)Z(En

d3Nn

d3pn
)A−Z ≈ BA(Ep

d3Np

d3pp
)A, (1.6)

where NA, Np, and Nn denote the yields of the particular nucleus, and of its con-

stituent protons and neutrons, respectively. A and Z being the atomic mass number
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and atomic number, respectively. Here, it is assumed that protons and neutrons are

produced with identical momentum spectra and pA = A · pp. BA is the coalescence

parameter, which is related to the freeze-out correlation volume [61]: BA ∝ V 1−A
f .

The coalescence parameter,BA, can be used to infer the space-time geometry of the

system [64].

1.5.1 Elliptic Flow of Light Nuclei

As we have discussed earlier, the elliptic flow of identified hadrons measured at RHIC,

are seen to follow a constituent quark number scaling at intermediate transverse mo-

mentum. This scaling behavior of hadron elliptic flow is consistent with the pre-

dictions of the quark coalescence model for hadron production from produced QGP

in relativistic heavy ion collisions [65]. In the quark coalescence model, two nearest

quark and antiquark are combined into mesons and three nearest quarks or antiquarks

are combined into baryons or antibaryons that are closest to the invariant masses of

these parton combinations. Since the partons are not directly observable in exper-

iments, it is difficult to study the role of local correlations and energy in partonic

coalescence. The light nuclei and antinuclei production in heavy ion collisions could

be described by the final state coalescence of nucleons and antinucleons [61, 62]. In

this case, both the nuclei and their constituent nucleons are directly observable in

experiments. So, it is important to study the elliptic flow of light nuclei and compare

the same with their constituents. This will provide valuable information for studying

the freeze-out dynamics and coalescence mechanism. The measurement of elliptic

flow of light nuclei in Au+Au collisions at
√
sNN = 200 GeV and 39 GeV will be

discussed in chapter 4.

1.6 Organization of the Thesis

The work presented in this thesis involve the study of various observables to under-

stand the particle production mechanisms in high energy heavy ion collisions and

to study the properties of QGP. The data reported here were taken by the STAR

experiment at RHIC. A brief overview of the RHIC and the STAR detector systems

are presented in Chapter 2. In Chapter 3, we discuss in detail about the analysis
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techniques and methods used to study the production of φ meson and pion in d+Au

collisions at
√
sNN = 200 GeV. The results on transverse momentum spectra, nuclear

modification factor, and rapidity asymmetry for φ meson are presented. In Chapter 4,

we discuss the measurement of elliptic flow, v2, of light nuclei in Au+Au collisions at
√
sNN = 200 GeV and 39 GeV. The v2 of light nuclei in Au+Au collisions at

√
sNN =

200 GeV are compared with a dynamical coalescence model calculation. In Chapter

5, we present the observation of two anti-α candidates in the Au+Au collisions at
√
sNN = 200 GeV, data set collected in the year 2007. This is followed by conclusions

in Chapter 6.
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Chapter 2

The STAR Experiment

2.1 Relativistic Heavy Ion Collider (RHIC)

The Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory [1] is

the first machine in the world, designed to accelerate and collide the heavy ion beams

at relativistic speed to explore the matter at early universe. RHIC is a versatile

accelerator, capable of operating with both polarized protons and a variety of ion

species over a broad range of energies. It can accelerate heavy ions up to
√
sNN = 200

GeV, and polarized protons up to
√
sNN = 500 GeV. The polarized proton-proton

collisions at RHIC is a part of spin physics program with the aim of studying the

spin structure of the nucleon. The RHIC construction was completed at BNL in 1999

and the first commissioning runs with Au+Au collisions took place in 2000. Since

2000, RHIC has been used to collide various particle species at a number of collision

energies as summarized in Table 2.1.

Figure 2.1 shows a schematic diagram of the RHIC together with all other accel-

erators used to bring the heavy ions up to the RHIC injection energy. The various

steps required to produce collisions of heavy ions (e.g. Au) at the top RHIC energy

of
√
sNN = 200 GeV are described below.

1. Tandem Van de Graaff: The Tandem Van de Graaff accelerator produces

the initial acceleration of Au ions after their extraction from a pulsed sputter

ion source. The Au ions which enter into Tandem are negatively charged. Here

the ions are accelerated in two stages through a 14 MV potential, while passing

52
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Table 2.1: Summary of RHIC operating modes and total integrated luminosity deliv-
ered to all experiments [2].

Run Year Species
√
sNN (GeV) Delivered Luminosity

1 2000 Au+Au 56 < 0.001 µb−1

Au+Au 130 20 µb−1

2 2001/02 Au+Au 200 258 µb−1

Au+Au 19.6 0.4 µb−1

p+p 200 1.4 pb−1

3 2002/03 d+Au 200 73 nb−1

p+p 200 5.5 pb−1

4 2003/04 Au+Au 200 3.53 nb−1

Au+Au 62.4 67 µb−1

p+p 200 7.1 pb−1

5 2004/05 Cu+Cu 200 42.1 nb−1

Cu+Cu 62.4 1.5 nb−1

Cu+Cu 22.4 0.02 nb−1

p+p 200 29.5 pb−1

p+p 409.8 0.1 pb−1

6 2006 p+p 200 88.6 pb−1

p+p 62.4 1.05 pb−1

7 2006/07 Au+Au 200 7.25 nb−1

Au+Au 9.2 small

8 2007/08 d+Au 200 437 nb−1

p+p 200 38.4 pb−1

Au+Au 9.2 small

9 2008/09 p+p 500 110 pb−1

p+p 200 114 pb−1

pp2pp 200 0.6 nb−1

10 2009/10 Au+Au 200 10.3 nb−1

Au+Au 62.4 544 µb−1

Au+Au 39 206 µb−1

Au+Au 7.7 4.23 µb−1

Au+Au 11.5 7.8 µb−1
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Run Year Species
√
sNN (GeV) Delivered Luminosity

11 2010/11 p+p 500 166 pb−1

Au+Au 19.6 33.2 µb−1

Au+Au 200 9.79 nb−1

Au+Au 27 63.1 µb−1

12 2011/12 p+p 200 74 pb−1

p+p 500 277 pb−1

U+U 193 736 µb−1

Cu+Au 200 27 nb−1

Figure 2.1: Schematic diagram showing the various stages of acceleration of ions at
the RHIC.
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through stripping foils that remove electrons off the ions, leaving them with a

charge state of 32+ and kinetic energy of 1 MeV/u as they exit the Tandem.

2. Tandem-to-Booster line (TTB): From the Tandem, the bunches of Au32+

ions enter the 850 m long Tandem-to-Booster beam line, which carries them

through a vacuum via a magnetic field to the Booster Synchrotron.

3. Linear Accelerator (Linac): For collision of proton beams at RHIC, the

energetic protons are supplied by the 200 MeV Linac. Protons from the Linac

are transfered to the Booster Synchrotron.

4. Booster Synchrotron: The Booster synchrotron is a powerful circular ac-

celerator that provides the ions more energy, by having them “surf ride” on

the downhill slope of radio frequency electromagnetic waves. The ions are pro-

pelled forward at higher and higher speeds, getting closer and closer to the

speed of light. The Booster synchrotron accelerates the ions to 95 MeV/u and

the ions are further stripped to reach the charge state of Au77+ at the exit of

the Booster. The Booster then feeds the beam into the Alternating Gradient

Synchrotron (AGS).

5. Alternating Gradient Synchrotron: The AGS is filled with 24 ion bunches

in 4 Booster cycles. The bunches are then debunched and rebunched into four

final bunches, and then accelerated, so that each bunch holds ions equivalent to

one Booster filling. The AGS accelerates the Au77+ ions to 10.8 GeV/u. After

passing through a final stripping foil, the gold ions are fully stripped to a charge

state of 79+ at the exit of the AGS.

6. AGS-to-RHIC Line: When the ion beam is travelling at top speed (about

99.7% speed of light) in the AGS, it is passed through another beam line called

the AGS-To-RHIC (ATR) transfer line. At the end of this line, there is a “fork

in the road”, where a switching magnet sends the ion bunches down one of two

beam lines. Bunches are directed either left to travel clockwise in the RHIC

ring or right to travel anticlockwise in the second RHIC ring.

7. RHIC Rings: The RHIC is an intersection storage ring particle accelerator. It

consists of two independent quasi-circular concentric accelerator/storage rings
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of superconducting magnets, each with a circumference of 3.8 km. Out of these

two rings one is called as the “Blue Ring”, where the beam moves in a clockwise

direction and the other one is known as the “Yellow Ring”, where the beam

moves in a counter-clockwise direction. The rings share a common horizontal

plane inside the tunnel, with each ring having an independent set of bending

and focusing magnets as well as radio frequency acceleration cavities. This

allows independent tuning of the magnetic fields in each ring which is required

to achieve equal rotation frequencies of the different particle/ion species in each

ring. In the RHIC, the counter-rotating beams of heavy ions are accelerated to

the top energy of 100 GeV/u and can be collided into one another at as many

as six interaction points.

Another important aspect of RHIC is to provide beams of very high luminosities,

which makes possible to measure rare processes having small cross sections. For a

process with the cross section σi, the event rate (Ri) is given by Ri = σi · L. The

luminosity L is given by L= fnN1N2

A
, where N1 and N2 are the number of particles

contained in each bunch, A is the cross-sectional area of the overlap between the two

colliding beams of particles, f is the frequency of revolution, and n is the number of

bunches per beam. High luminosities can therefore be achieved by maximizing f , n

and decreasing the beam profile. Table 2.2 lists some of the designed parameters of

the RHIC.

The four main experiments located at the four intersection points at RHIC are

Solenoidal Tracker At RHIC (STAR) [3], Pioneering High Energy Nuclear Inter-

action eXperiment (PHENIX) [4], Broad RAnge Hadron Magnetic Spectrometers

(BRAHMS) [5] and PHOBOS (not an acronym, but named after moon of Mars) [6].

If RHIC is thought to be a clock, then four experiments BRAHMS, STAR, PHENIX,

and PHOBOS are located at 2 o’clock, 6 o’clock, 8 o’clock, and 10 o’clock positions,

respectively as shown in Fig. 2.2. The two large experiments STAR and PHENIX are

still operational at RHIC, while the two small experiments PHOBOS and BRAHMS

have completed their operation in the year 2005 and 2006, respectively.
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Table 2.2: Some of the designed parameters and performance information of the
RHIC.

Parameter Value

Luminosity (Au+Au) 2 × 1026cm−2s−1

Luminosity (p+p) 4 × 1030cm−2s−1

No. of bunches per ring 60

Revolution frequency 78 kHz

Ions (Au) per bunch 109

Ions (p) per bunch 1011

Beam life time 10 hours

Ring circumference 3833.845 m

Figure 2.2: Overview of the RHIC accelerator complex at Brookhaven National Lab-
oratory, Upton, New York.



58

2.2 The STAR Detector

The STAR detector [3] is one of the two large detector systems constructed at RHIC.

The main motivation to build the STAR detector was to investigate the behavior of

strongly interacting matter at high energy density and to search for the signatures of

QGP. The goal is to obtain a fundamental understanding of the microscopic struc-

ture of these hadronic interactions at high energy densities. In order to accomplish

this, STAR was designed primarily for measurements of hadron production over a

large solid angle, featuring detector systems for high precision tracking, momentum

analysis, and particle identification at the central rapidity region. STAR measures

many observables simultaneously to study signatures of a possible phase transition

from hadronic matter to QGP and to understand the space-time evolution of the col-

lision process in ultrarelativistic heavy ion collisions. The large acceptance of STAR

detector makes it well suited for event-by-event characterizations of heavy ion colli-

sions and for the detection of hadron jets [3]. In addition to the heavy ion physics

program at STAR, there is also an active spin physics program ongoing with the aim

of studying the spin structure of the nucleon.

Figure 2.3 shows a three dimensional view of the STAR detector along with the

subsystems, and Fig. 2.4 shows the cross-sectional side view of the STAR detec-

tor [3, 7]. The whole detector is enclosed in a solenoidal magnet that provides

a uniform magnetic field of maximum value 0.5 T parallel to the beam direction.

The uniform magnetic field provides ability to perform momentum measurements of

charged particles. The charged particle tracking close to the interaction region is

accomplished by a Silicon Vertex Tracker (SVT) [8] and a Silicon Strip Detectors

(SSD) [9]. The silicon detectors cover a pseudorapidity range |η| ≤ 1 with complete

azimuthal symmetry (∆φ = 2π). Silicon tracking close to the interaction point allows

precision localization of the primary interaction vertex and identification of secondary

vertices from weak decays of Λ, Ξ, and Ω etc. After the 2007 run, the SVT and SSD

has been taken out of the STAR to reduce considerable amount of material budget.

The heart of the STAR detector is the Time Projection Chamber (TPC) [10] which

is used for the charged particle tracking and particle identification. The TPC is 4.2

meters long and it covers a pseudorapidity range |η| ≤ 1.8 for tracking with complete
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Figure 2.3: Perspective view of the STAR detector, with a cutaway for viewing inner
detector systems [7].

Figure 2.4: A cutaway side view of the STAR detector [3].
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azimuthal symmetry (∆φ = 2π). To extend the tracking to the forward region, two

Forward Time Projection Chambers (FTPC) [11] are installed covering 2.5 < |η| <
4, on either side of the TPC in forward and backward rapidity and with complete

azimuthal coverage.

A Ring Imaging CHerenkov (RICH) detector [12] covering |η| < 0.3 and ∆φ =

0.11π, and a Time-of-Flight patch (TOFp) [13] covering −1 < η < 0 and ∆φ = 0.04π

were installed at STAR in 2001 to extend the particle identification to larger momenta

over a small solid angle. In 2010, a barrel Time-of-Flight (TOF) detector based on

Multi-gap Resistive Plate Chamber (MRPC) technique [14] was fully installed in

STAR. The TOF consists of a total of 120 trays spanning a pseudorapidity range

|η| ≤ 0.9 with full azimuth coverage. The trigger system of the TOF detector is

the two upgraded Pseudo Vertex Position Detectors (upVPD) [13], each staying 5.7

m away from the TPC center along the beam line. They provide the start timing

information for TOF detectors.

For detection of electromagnetic particles STAR has a set of calorimeters. The

full Barrel Electro Magnetic Calorimeter (BEMC) [15] covers |η| < 1 and Endcap

ElectroMagnetic Calorimeter (EEMC) [16] covers 1 < η ≤ 2. Both these detectors

are azimuthally symmetric. These calorimeters include shower-maximum detectors

(SMD) to distinguish between energy deposited by single photons or from photon pairs

arising from neutral pion (π0) or η meson decays. The EMC can also be employed

to provide prompt charged particle signals essential to discriminate against pile-up

tracks in TPC. The STAR detector is also capable of detecting photons at forward

rapidity using the Photon Multiplicity Detector (PMD) [17]. The PMD covers a

pseudorapidity range −3.7 < η < −2.3 with full azimuthal coverage.

We will describe briefly these detectors in the later sections. The TPC, FTPC

and the TOF are the main detectors, central to results and discussions presented in

this thesis. We will discuss these detectors in detail in the later part of this chapter.

2.3 Trigger Detectors

The interaction rates at RHIC for the highest luminosity beams can approach ∼ 10

MHz. Since some of the detector subsystems in STAR can only operate at rates of
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∼ 100 Hz, not all events can be recorded by the data acquisition system (DAQ).

Therefore, the STAR trigger system, which is based on input from the fast detectors,

controls the selection of events. In addition, the trigger is used to select events with

rare or specific signals of interest to increase the recorded statistics of these events.

STAR detector consists of some fast detectors, which are employed to provide trigger

for the slow detectors in order to record data. The main triggering detectors for

STAR are: Zero Degree Calorimeter (ZDC), Central Trigger Barrel (CTB), Beam

Beam Counter (BBC), and Electro Magnetic Calorimeters (BEMC and EEMC).

In order to provide some universal characterization of heavy ion collisions, all four

RHIC experiments have one common detector subsystem, namely a pair of ZDCs [18].

The ZDCs at STAR are situated at ± 18 m from the center of the STAR detector and

subtend an angle of θ < 2 mrad with respect to the beam direction. Each ZDC con-

sists of three modules. Each module consists of a series of tungsten plates alternating

with layers of wavelength shifting fibres which are connected to a photomultiplier

tube (PMT). The ZDCs are hadronic calorimeters designed to measure the energy

of spectator neutrons from the colliding nuclei after the collision. Since they are po-

sitioned on the other side of the DX magnets to the interaction region, the charged

fragments are bent away from the zero degree region and are not measured in the

ZDCs. The real collisions can be distinguished from the background events by select-

ing events with ZDC coincidence from the two beam directions. This makes ZDC as

a useful event trigger and a luminosity monitor detector. The energy deposited by

the neutrons are correlated to the particle multiplicity and can be used to measure

collision centrality. The ZDCs are also used to locate the interaction vertex by using

the time delay between the coincidences. Hence, ZDCs are very useful for the beam

monitoring, triggering, and locating interaction vertices. In order to study the spa-

tial distribution of the neutron hits on the transverse plane of the ZDCs, a Shower

Maximun Detector (SMD) was installed between the first and second modules of each

existing STAR ZDC in the year 2004. The addition of ZDC-SMD to the STAR ex-

periment enhances its capability in different areas of physics such as anisotropic flow,

strangelet searching, ultra-peripheral collisions, and spin physics [19].

The CTB [20] was installed surrounding the outer cylinder of the TPC. CTB

consists of 240 scintillator slats of plastic scintillator with 0 ≤ φ ≤ 2π and |η| ≤ 1
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coverage. Each slat consists of a scintillator, light guide, and mesh dynode PMT.

As charged particles travel through the tiles the generated scintillation photons are

collected by PMTs, digitized and converted into electric signals. The amplitude of the

signal is proportional to the multiplicity of the charged particles. The response time

of the CTB is fast (260 ns), therefore in combination with the ZDC signal (which

detect the neutrons), it provides a powerful charged particle multiplicity trigger. Now

CTB is replaced by the barrel TOF system at STAR.

The BBC consists of a hexagonal scintillator array structure, mounted around

the beam pipe beyond the east and west pole-tips of the STAR magnet at about

3.5 m from the center of nominal interaction region. It covers 3.3 < |η| < 5.0 in

pseudorapidity. The non-single diffractive (NSD) p+p events are triggered by the

coincidence of two BBCs. The timing difference between the two counters is used

to get information of the primary vertex position. BBC coincidences are also used

to reject beam gas events, to measure the absolute luminosity L with 15% precision,

and to measure the relative luminosities R for different proton spin orientations with

high precisions. Apart from the above applications, the small tiles of BBC are used

to reconstruct the first order event plane for flow analysis.

2.4 Electromagnetic Calorimeters

The Electromagnetic Calorimeters allow STAR to trigger on and study rare and

high pT processes like jets, leading hadrons, direct photons and heavy quarks. They

provide large acceptance for photons, electrons along with neutral pions and η mesons

in all collision systems spanning from polarized p+p to Au+Au collisions. Other

applications include general event characterization in heavy ion collisions including

ultra-peripheral collisions. In order to achieve these goals, STAR has installed two

electromagnetic calorimeters i.e. Barrel Electromagnetic Calorimeter and Endcap

Electromagnetic Calorimeter. A discussion on these is given below.

2.4.1 Barrel Electromagnetic Calorimeters

The BEMC [15] is located inside the aluminium coil of the STAR solenoid and covers

the pseudorapidity region |η| < 1 with full azimuthal angle. It is basically a sampling
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calorimeter which consists of alternate layers of lead and scintillator planes. It has

20 layers of lead plates and 21 layers of scintillator. The full BEMC consists of

120 calorimeter modules, each covering 60 (∼0.1 radian) in ∆φ and 1.0 unit in ∆η.

Each module is further segmented into 40 towers, 2 in φ and 20 in η, with each

tower having a granularity of 0.05 in both ∆φ and ∆η. There exists a SMD located

about 5 radiation lengths (X0) from the front of the lead-scintillator stack in each

module. The SMD is used to provide fine spatial resolution in a calorimeter which

has segmentations (towers) significantly larger than an electromagnetic shower size.

Using BEMC, it is possible to reconstruct neutral pions at relatively high pT ≈ 25–30

GeV/c and also to identify single electrons and pairs in dense hadron backgrounds

from the heavy vector mesons, W and Z bosons decays.

2.4.2 Endcap Electromagnetic Calorimeters

The EEMC [16] is situated on the west pole-tip of the STAR detector. It covers

the pseudorapidity region 1 ≤ η ≤ 2 with full azimuthal angle, supplementing the

BEMC as described in the previous subsection. Within this acceptance, it enhances

STAR’s capability to detect photons and electromagnetically decaying mesons (π0,

η), to identify electrons and positrons, and to trigger on high energy particles of these

types. The construction of EEMC includes a SMD optimized to discriminate between

photons and π0 or η mesons over the energy region 10–40 GeV. It also consists of

preshower and postshower layers used to discriminate between electrons and hadrons.

In addition, the EEMC enhances the acceptance and triggering capabilities for jets

in STAR.

2.5 Photon Multiplicity Detector

The PMD [17] was installed on east wall of the wide angle hall in the STAR exper-

iment. It was installed at 540 cm from the center of the TPC outside the STAR

magnet. It covers a pseudorapidity region −3.7 < η < −2.3 with full azimuthal an-

gle. The PMD was designed to measure photon multiplicity in the forward rapidity

region, where the calorimeters are not efficient due to high particle density. It can

detect photons with pT as low as 20 MeV/c [21]. Figure 2.5 shows a picture of the
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Figure 2.5: Picture of the PMD after complete installation at the STAR experiment.

PMD as installed at the STAR experiment.

The PMD consists of a Charged Particle Veto (CPV) plane and a Preshower de-

tector plane with 3X0 thick lead converter in between. Each plane consists of 12

super modules arranged in the form of a hexagon and has 41,472 hexagonal honey-

comb cells. The detector is based on a proportional counter design using Ar + CO2

gas mixture in ratio 70:30 by weight. Figure 2.6 shows the schematic diagram on the

working principle of the PMD. A photon passing through the converter produces an

electromagnetic shower. These shower particles produce signals in several cells of the

sensitive volume of the detector. Charged hadrons usually affect only one cell and

produce a signal resembling those of Minimum Ionizing Particles (MIPs). The thick-

ness of converter is optimized such that the conversion probability of photons is high



65

Figure 2.6: Schematic diagram showing the working principle of PMD.

and transverse shower spread is small to minimize shower overlap in high multiplicity

environment. The CPV plane is used for the hadron rejection.

The PMD measures the spatial distribution and multiplicity of photons on an

event by event basis. Using these information on photons and combining the infor-

mation from other detectors, the PMD is capable of addressing the following broad

topics in physics:

(a) Critical phenomena near the phase boundary leading to fluctuations in global

observables like multiplicity and pseudorapidity distributions,

(b) Signals of chiral symmetry restoration (e.g., disoriented chiral condensates) using

information on charged particles from FTPC, and

(c) Determination of reaction plane and probe thermalization via studies of azimuthal

anisotropy and flow.
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Figure 2.7: Three dimensional schematic diagram indicating the main structural ele-
ments of the STAR TPC [10].

The PMD has completed data taking at the STAR experiment in the year 2011.

2.6 Time Projection Chamber

The TPC [10, 22] is the primary tracking device in the STAR experiment. It records

the tracks of charged particles, measures their momenta, and identifies the charged

particles by measuring their ionization energy loss (dE/dx). The TPC covers a pseu-

dorapidity region |η| < 1.8 with full azimuthal angle coverage. It can measure the

charged particle’s momenta from 100 MeV/c to 30 GeV/c and identify them over a

momentum range from 100 MeV/c to greater than 1 GeV/c.

2.6.1 Technical Design

Figure 2.7 shows the schematic diagram of STAR TPC. The TPC is placed inside a

large solenoidal magnet which provides a uniform magnetic field of 0.5 T along the

length of the TPC. It is in the form of a cylinder 4.2 m in length and 4 m in diameter.

It consists of one outer field cage (OFC), one inner field cage (IFC), and two end

caps as shown in the Fig. 2.7. The inner and outer radii of the active volume are
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0.5 m and 2.0 m respectively and the cylinder is concentric with the beam pipe. A

thin conductive Central Membrane (CM) made of 70 µm thick carbon coated kapton

divides the TPC into two equal halves. This central membrane is maintained at a

voltage of −28 kV with respect to the detection planes and acts as cathode. The

end caps providing the readout system are at ground potential act as anodes. A

uniform electric field of ∼135 V/cm is maintained between the central membrane

and the readout end caps. A chain of 183 resistors and equipotential rings along the

concentric field cage cylinders help to maintain this uniformity of the electric field

which is critical for uniform electron drift [10]. An outer support hoop mounted on

the outer field cage keeps the CM taut and secured under tension. Attached on each

side of the CM, there are 36 Al stripes which act as targets emitting electrons for the

TPC Laser Calibration System. Since the position of the narrow stripes are precisely

measured, the emitted electrons, which are photo-ejected when an ultraviolet laser

beam hits a stripe, can be used for spatial calibration.

The TPC volume is filled with P10 gas (90% Ar and 10% CH4) regulated at a

pressure of 2 mbar above the atmospheric pressure. The P10 gas has an advantage

of fast drift velocity which peaks at a low electric field. Operating on the peak of the

velocity curve makes the drift velocity stable and insensitive to small variations in

temperature and pressure. Lower field strengths require lower voltages which simplify

the design of the detector. The electron drift velocity in P10 is relatively fast, 5.45

cm/µs at 130 V/cm drift field.

The TPC readout endcap planes are multi-wire proportional counter (MWPC)

chambers with pad readout and are positioned on the support wheels. The MWPC

chambers consist of three wire planes and a pad plane each. For each endcap there are

12 readout sectors which are positioned radially with respect to the hole defined by

the inner field-cage with 3 mm gaps between each sector. Each sector is subdivided

into inner and outer subsectors characterized by a change in the readout padrow

geometry. Each inner sector contains a large number of small pads, distributed in 13

pad rows, to maximize the position and two-track resolution in a region with high

particle density. The pads of the outer sectors are densely packed in 32 rows per sector

to optimize the measure of energy loss by ionization in a region with lower particle

densities. One full sector of the anode pad plane is shown in Fig. 2.8. Therefore, a
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Figure 2.8: A sector of the TPC anode plane indicating the inner and outer subsectors
and their respective padrows [10].

track in the TPC can be sampled a maximum of 45 times if it crosses all 45 padrows.

2.6.2 Track Reconstruction

The TPC track reconstruction starts by identifying the three dimensional space co-

ordinate points. When a charged particle traverses through the volume of the TPC,

it ionizes the gas atoms and molecules along its path leaving behind a cluster of elec-

trons. The x− y position of each cluster is found by measuring the signal in adjacent

pads (along a single padrow). The drift time from point of origin of the cluster to the

endcap is measured and the z-position of the cluster is determined by dividing the

drift time by the average drift velocity. Once the positions of the clusters are found, a

Time Projection Chamber Tracker (TPT) algorithm is used to reconstruct the tracks

by a helical trajectory fit. Each track is a helix to first order, but there can be de-

viations from the helical shape due to energy loss in the gas and multiple Coulomb

scattering. The resulting track information collected from the TPC together with

additional tracking information from other inner detectors (SVT, SSD) are then refit

by application of the Kalman Fit Method [23] to find a global track. The z-position

of the primary collision vertex is determined by extrapolating the trajectories of the
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reconstructed global tracks back to the origin. If a global track has a distance of

closest approach (dca) (with respect to the primary vertex), less than 3 cm, then the

track is refitted to include the primary vertex as an additional space point. These

tracks are called primary tracks. The reconstruction efficiency for primary tracks

depends on the track quality cuts, particle type and track multiplicity.

2.6.3 Particle Identification Using dE/dx

Identification of the charged particles can be achieved by TPC through their energy

loss (dE/dx) due to interactions in the medium inside the TPC. If a particle travels

through the entire TPC volume, it will provide 45 dE/dx points on the 45 pad rows.

However, the ionization fluctuations are large and the length over which the particle

energy loss is measured is short, it is not possible to measure the average dE/dx

accurately. Hence we measure the most probable dE/dx. This is done by removing

30% of the largest ionization clusters and then calculating the truncated mean of the

remaining clusters.

For a given track momentum and particle mass, the ionization energy loss can

be described by the Bichsel function [24], which is an extension of the Bethe-Bloch

formula [25]:

−dE
dx

= Kz2
Z

A

1

β2

[

1

2
ln

(

2mec
2β2γ2Tmax

I

)

− β2 − δ2

2

]

, (2.1)

where z is the integral charge of the particle, K is a constant, Z is the atomic number

of the absorber, A is the atomic mass of the absorber, me is the electron mass, c is

the speed of light in vacuum, I is the average ionization energy of the material, Tmax

is the maximum kinetic energy that can be given to a free electron in an interaction,

δ is a correction based on the electron density, and βγ = p/mc, where p is the

momentum and m is the mass of the charged particle. The above equation shows

that dE/dx is mass dependent and hence useful in particle identification. Figure 2.9

shows energy loss for primary and secondary particles in the TPC as a function

of particle momentum. The red lines are the theoretical predictions from Bichsel

function for different particle species and the bands represent the measured values of

dE/dx. The TPC dE/dx resolution of around 7–8% allows identification of charged
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Figure 2.9: The energy loss distribution for charged particles in the STAR TPC as a
function of momentum [10].

pions and kaons up to about a transverse momentum of 0.75 GeV/c. Protons and

antiprotons can be identified up to about 1.1 GeV/c.

The particle identification can be quantitatively described by the variable nσ ,

which corresponds to the standard deviation of a Gaussian between the measured

track and its expected value. The nσX is defined as:

nσX =
1

R
log

< dE/dx > |measured

< dE/dx >X |expected
, (2.2)

where X is the particle type (e, π,K, or p), < dE/dx > |measured is the measured

energy loss of a track, < dE/dx >X |expected is the expected mean energy loss of

particle X at a given momentum and R is the dE/dx resolution which is found to

range between 6% to 10%. Similarly, another variable Z is also used to identify the

particles, which is defined as

Zi = ln

(

< dE/dx > |measured

< dE/dx >i |expected

)

, (2.3)

where < dE/dx > |measured is the measured mean energy loss of a track and <

dE/dx >i |expected is the expected mean energy loss calculated using a Bichsel function

for the given particle type i (i = d, t and 3He).
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Figure 2.10: Schematic diagram of an FTPC at the STAR experiment.

2.7 Forward Time Projection Chamber

In order to extend the phase space coverage of the STAR experiment to the forward

region of 2.5 < |η| < 4.0, two cylindrical FTPC’s were constructed [11]. The increased

acceptance improves the event characterization and allows the study of asymmetric

systems. The full two-component system measures the momenta and production

rates of charged particles. Figure 2.10 shows a schematic diagram of the FTPC. The

FTPCs are situated on both sides from center of the TPC along the beam pipe. Each

of the FTPCs is a 120 cm cylindrical structure, 75 cm in diameter with a radial drift

field. It has readout chambers located in five rings on the outer cylinder surface. This

radial configuration improves the two track separation in the highest particle density

region (close to the beam pipe). The front-end electronics (FEE) boards are mounted

on the back of readout chambers. The ionization electrons drift to the anode sense

wires. The induced signals on the adjacent cathode surface are read out by 9600

pads (each of area 1.6 × 20 mm2). Curved readout chambers are used to keep the

radial field as ideal as possible. The low electron diffusion and the radial drift in

principle result in the required 2-track separation of about 1 mm. The two FTPC’s

have 19,200 channels of electronics, capable of measuring the charge drifting to the
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Figure 2.11: Geometry of TOF trays, modules and pads.

readout chambers in short time samples. The FTPC’s use a mixture Ar and CO2

with Ar : CO2 :: 50 : 50. The track points are calculated from the charge distribution

measured by the readout electronics. These track points are grouped to tracks which,

together with magnetic field maps, can be used to get the particle momenta. In high

multiplicities, event-by-event observables like 〈pT 〉, fluctuations of charged particle

multiplicity, and collective flow anisotropies can be studied using FTPC.

2.8 Time-of-Flight

The main goal of the TOF [14] system was to extend the particle identification capa-

bilities of the experiment to the higher momentum region. STAR has performed the

upgrade of full barrel TOF detector based on the Multigap Resistive Plate Chamber

(MRPC) technology since the year 2009. The TOF consists of a total of 120 trays

(60 on east side and 60 on west side) that cover the full azimuth and have a pseudo-

rapidity range |η| < 0.9. Each tray covers 6 degree in azimuthal direction (φ) around

the TPC.

Figure 2.11 shows the detailed geometry and the definition of local coordinate

system on each pad of TOF subsystem. There are 32 MRPC modules in each tray,

placed along beam (Z) direction. In each module, there are 6 read-out strips (called

as pad or channel) along the azimuthal direction. To provide a starting time for
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Figure 2.12: TOF 1/β as a function of momentum from run 9 p+p collisions at
√
sNN

= 200 GeV.

TOF detectors, two VPDs are also installed. Each VPD lies at a distance of 5.4 m

from the center of the TPC along the beam direction. The VPD has 19 channels on

the east side and 19 channels on the west side. Apart from providing the start time

information, the VPD can also provide the independent Z component of the vertex.

The timing resolution for each VPD and TOF tray is on nano second level before

any calibration. The timing resolution can be improved by an order of magnitude

after the calibration. Figure 2.12 shows 1/β from TOF measurement as a function of

momentum (p) in run 9 p+p collisions at
√
sNN = 200 GeV. This shows the hadron

identification capability of TOF subsystem at higher momentum.
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Chapter 3

Identified Particle Spectra in d+Au

Collisions at
√
sNN = 200 GeV

3.1 Introduction

The d+Au collision at RHIC is very important to disentangle initial and final state

effects in heavy ion collisions. The measurement of identified particle spectra in d+Au

collisions would be helpful to understand the initial Cold Nuclear Matter (CNM) ef-

fects such as Cronin effect, shadowing and gluon saturation. The Cronin effect [1],

the enhancement of yields of hadrons at intermediate pT in p+A collisions as com-

pared to those in p+p collisions, has received renewed interest at RHIC. It is thought

that this effect may reflect on the early parton scatterings in high energy nuclear

collisions. It is also observed that the Cronin effect is more prominent for protons

compared to pions [1, 2]. However, the particle species dependence of Cronin effect

in p+A collisions is not well understood. We study the nuclear modification factor

of the φ meson along with π, K and p in order to differentiate between mass and

particle species ordering. The φ meson is very useful because it is a meson with mass

close to that of light baryons. It also provides important information on strangeness

enhancement in nucleus-nucleus collisions relative to p+p collisions due to its hid-

den strangeness. The study of particle production in d+Au collisions in forward and

backward rapidities will help in constraining the various particle production models

based on initial multiple partonic scattering, nuclear shadowing, parton saturation,
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recombination and energy loss in cold nuclear matter [3]. In order to further inves-

tigate these observations, and shed light on the initial conditions at RHIC, our goal

is to analyze the pT and rapidity dependence of various identified hadron production

in d+Au collisions at RHIC.

3.2 φ Meson Production in d+Au Collisions

3.2.1 Data Set and Analysis Cuts

The data set used in the presented analysis are from d+Au collisions at
√
sNN = 200

GeV taken in the year 2008 using the STAR [4] detector at RHIC. This data set is

taken with a minimum bias trigger. The trigger detectors used are the Zero Degree

Calorimeter (ZDC) [5] and Vertex Position Detector (VPD) [6]. A minimum bias

trigger was defined by requiring at least one beam-rapidity neutron in the Au beam

outgoing direction depositing energy in the East Zero Degree Calorimeter (ZDCE),

which is assigned negative pseudorapidity (η). It additionally requires an online vertex

Z cut of ± 30 cm from VPD. The VPD determines the vertex Z position by measuring

the time difference between the signals detected at its east and west positions. It

has low efficiency in triggering peripheral events compared to central events and it’s

online vertex Z resolution is worse for peripheral events relative to the central ones.

This leads to a trigger bias for peripheral events and brings difficulties for centrality

determination, which will be discussed in more detail later in this chapter.

3.2.2 Event Selection

The analyzed events were required to have a primary vertex Z position, Vz, within

± 30 cm from the center of the TPC along the beam line. The primary vertex for

each minimum bias event is determined by finding the best point of common origin

of the tracks measured in the TPC. This value was chosen to ensure nearly uniform

detector acceptance because the events with primary vertex, far away from the TPC

center, have a significantly non-uniform acceptance. The Vz distribution from run 8

d+Au collisions at
√
sNN = 200 GeV is shown in Fig. 3.1.
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Figure 3.1: Event-by-event distribution of the Z-position of the primary vertex (Vz)
in d+Au collisions at

√
sNN = 200 GeV.
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3.2.3 Centrality Selection

The collision centralities represent the fractions of the full cross section in a collision.

In d+Au collisions, centralities are selected based on the charged particle multiplicity

measured in the East Forward Time Projection Chamber (FTPCE) [7] within the

pseudorapidity range of −3.8 < η ≤ −2.8. The reason to use the FTPC multiplic-

ity instead of the TPC mid-rapidity multiplicity for centrality selection is to avoid

autocorrelation between centrality and the measurements of charged particles in the

TPC. In run 8, the FTPC data are studied carefully because it had a number of non-

functional readout (RDO) boards, which changed over time, and it also had serious

pile-up effect due to the higher luminosity (reflected in higher coincidence rate for

ZDCs) [8]. In a high luminosity environment, there are two or more nucleus-nucleus

collisions recorded as a single event, which is called pile-up effect. After extensive

tests it has been found that the standard RefMult from east FTPC is not so stable

as a function of beam luminosity. The standard RefMult from east FTPC is de-

fined as the uncorrected charged particle multiplicity measured in the FTPC in the

pseudorapidity region −3.8 < η ≤ −2.8 with distance of closest approach (dca) less

than 3 cm from the primary vertex position and at least 6 hits out of 11 maximum

hits (6 ≤ nHitsF it ≤ 11) in the FTPC including the primary vertex. Additionally,

the transverse momentum is required to not exceed 3 GeV/c because of the reduced

momentum resolution and a significant background contamination at high pT [7]. So

to get a stable multiplicity distribution from east FTPC we need to use the cuts listed

in Table 3.1. Here nBEMCmatch represents the number of tracks used in the vertex

finding with matching BEMC hits. This cut is used to reject pile-up vertices. The

nFTPCERefMult is the number of uncorrected charged particles measured from

east FTPC. The flag of a track is used to record the status of the track fitting at

the track reconstruction stage. It is required to be greater than 0 to avoid tracks

with bad fitting and smaller than 1000 to reject Post Crossing Tracks (PCTs). The

Post Crossing Tracks crossed the central membrane of the TPC after the event was

triggered, so these are pile-up tracks.

In run 8 d+Au collisions, there is a strong run number (time) dependence of east

FTPC multiplicity due to dead RDO boards in the FTPC during the data taking.

The day dependence of mean multiplicity from east FTPC is shown in the left panel
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Table 3.1: Selection criteria to get a stable charged particle multiplicity distribution
from east FTPC for centrality determination in run 8 d+Au collisions at

√
sNN =

200 GeV.

Event cuts Track cuts

|Vz| < 30 cm −3.8 < η ≤ −2.8

nBEMCmatch ≥ 1 0 < flag < 1000

nFTPCERefMult > 0 6 ≤ nHitsF it ≤ 11

pT < 3 GeV/c

dca < 2 cm
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Figure 3.2: Left panel: Mean multiplicity from east FTPC as a function of day number
in d+Au collisions at

√
sNN = 200 GeV. Right panel: Multiplicity distributions from

east FTPC for three different run periods in d+Au collisions at
√
sNN = 200 GeV.
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Table 3.2: Centrality definitions in run 8 d+Au collisions at
√
sNN = 200 GeV using

the multiplicity from east FTPC.

% cross section RunP1 RunP2 RunP3

(8340015− 9008109) (9009007− 9020089) (> 9021001)

0-20 MFTPCE > 10 MFTPCE > 10 MFTPCE > 8

20-40 6 < MFTPCE ≤ 10 6 < MFTPCE ≤ 10 4 < MFTPCE ≤ 8

40-100 MFTPCE ≤ 6 MFTPCE ≤ 6 MFTPCE ≤ 4

of Fig. 3.2. The right panel shows the variation of the east FTPC multiplicity dis-

tribution for three different run periods. The shape of the multiplicity distributions

for three different run periods are different, so the centrality determination has been

done for each run period independently. There is also a strong Vz dependence of mean

multiplicity for each run period. This Vz dependent bias in multiplicity distribution

require a re-weighting correction to be applied as a function of Vz in 2 cm bins for

each run period. A Monte Carlo based Glauber model is generally used to simulate

the multiplicity distribution and to calculate geometrical quantities in the initial state

of nucleus-nucleus collisions. In run 8 d+Au collisions, Monte Carlo Glauber simula-

tion has been done for three different run periods using the east FTPC multiplicity

distribution for 0 < Vz < 2 cm as shown in the Fig. 3.3. The various centrality

bins are calculated as a fraction of this simulated multiplicity distribution starting

from the highest multiplicities. Table 3.2 lists the east FTPC multiplicity values for

each centrality in run 8 d+Au collisions at
√
sNN = 200 GeV. The initial geometric

quantities such as the average number of participating nucleons (〈Npart〉), the average
number of binary collisions (〈Ncoll〉) and the average impact parameter (〈b〉) for each
centrality are listed in Table 3.3. The errors shown here are statistical only. The

〈Npart〉, 〈Ncoll〉 and 〈b〉 have been obtained from Monte Carlo Glauber calculations.

3.2.4 Track Selection

The tracks used in the present analysis are primary tracks which means the primary

vertex is included as one of the fit point for track reconstruction. To ensure optimal

particle identification and momentum resolution, various quality cuts are required to

be applied to each track measured in the TPC. The track quality cuts for φ meson
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Figure 3.3: The multiplicity distributions from east FTPC (black circles) and the
simulated multiplicity distributions using Monte Carlo Glauber calculation (red lines)
for three different run periods in d+Au collisions at

√
sNN = 200 GeV. Both the

multiplicity distributions are normalized for multiplicity greater than 15 for each run
period.

Table 3.3: Initial geometric quantities for various collision centrality in run 8 d+Au
collisions at

√
sNN = 200 GeV.

% cross section 〈Npart〉 〈Ncoll〉 〈b〉 (fm)

0-20 15.218± 0.006 14.591± 0.007 3.57± 0.002

20-40 11.365± 0.006 10.752± 0.006 4.571± 0.002

40-100 5.646± 0.003 4.752± 0.003 6.652± 0.002
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Table 3.4: Track selection criteria for the φ meson study in run 8 d+Au collisions at√
sNN = 200 GeV.

Cut Description Value

|η| < 1.0

dca < 3 cm

nHitsF it ≥ 15

nHitsF it/nHitsPoss > 0.52 and < 1.02

Transverse Momentum 0.15 < pT < 12 GeV/c

Momentum 0.15 < p < 12 GeV/c

Track Fitting Flag 0 < flag < 1000

χ2 < 6

nσ cut on dE/dx |nσK | < 2

study are presented in Table 3.4. In order to have uniform detector performance,

a pseudorapidity cut of |η| < 1.0 is applied in the data. To avoid admixture of

tracks from secondary vertices, a constraint is imposed on the distance of closest

approach (dca) between each track and the event vertex. In order to ensure good

track momentum resolution, short tracks are avoided by requiring all tracks to have

a minimum number of 15 fit points in the reconstruction of the track. The effect of

track splitting is minimized by requiring that the number of fit points is more than

half the number of total possible hit points for a track. Tracks can have a maximum

of 45 hits in the TPC. The low momentum tracks (pT ≤ 0.15 GeV/c) can not traverse

the entire TPC due to their large track curvature inside the solenoidal magnetic field.

So, those tracks are avoided by requiring all tracks to have pT and p greater than

0.15 GeV/c. The flag of a track is required to be greater than 0 to avoid tracks

with bad fitting and smaller than 1000 to reject pile-up tracks. In order to further

remove pile-up tracks, a requirement is placed on the χ2 of the primary tracks. Since

pile-up tracks do not belong to the primary vertex, the χ2 of the fit to their hit points

including the vertex is larger than that of tracks belonging to the primary vertex.

The maximum allowed χ2 of primary tracks is taken to be less than 6 as obtained

by studying the stability of mean multiplicity as a function of beam luminosity as

illustrated in Fig. 3.4.
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Figure 3.4: Number of primary tracks in TPC with χ2 < 6 (open circle ) and without
χ2 cut (open triangles) as a function of BBC coincidence rate in d+Au collisions at√
sNN = 200 GeV.
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Figure 3.5: Left panel: TPC dE/dx as a function of momentum for charged tracks in
d+Au collisions at

√
sNN = 200 GeV. Different color lines are expected dE/dx values

for different charged tracks as predicted by the Bichsel function [11]. Right Panel:
TPC dE/dx as a function of rigidity for charged tracks. Selected kaon candidates are
shown in red bands.

In this analysis, φ mesons are measured through the decay channel φ → K+K−

(branching ratio = 49.2 ± 0.6%) [9]. As has been mentioned earlier the TPC pro-

vides particle identification and momentum information of the charged particles by

measuring their ionization energy loss (dE/dx) [10]. The left panel of Fig. 3.5 shows

the dE/dx of charged tracks as a function of momentum measured by the TPC. The

expected dE/dx values for different particles as predicted by the Bichsel function [11]

are shown in different color lines. A charged track in the TPC is accepted as a kaon

candidate if its dE/dx value falls within 2 standard deviations (|nσK | < 2) of the pre-

dicted value by Bichsel function for kaons in the TPC gas. The right panel of Fig. 3.5

shows the dE/dx of charged tracks as a function of rigidity (= momentum/charge).

The selected kaon candidates are shown in red bands.

3.2.5 φ Meson Reconstruction and Raw Yield Extraction

After selecting the K+ and K− samples, the φ meson was reconstructed by calculat-

ing the invariant mass (minv) for all possible K
+K− pairs in an event. Since not all

charged kaons in an event originate from φ meson decays, the φ meson signal recon-

structed this way sits on top of a large combinatorial background. Therefore, one must
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subtract the large combinatorial background from the resulting same-event invariant

mass distribution to observe the φ meson signal. An event-mixing technique [12, 13]

was applied to calculate the combinatorial background from the uncorrelated K+K−

pairs, where the invariant mass was calculated by pairing two kaons from two differ-

ent events with same primary vertex and multiplicity bins (mixed-event). The data

sample was divided into 3 bins in multiplicity and 4 bins in collision vertex position,

Vz, along the beam direction. The pairs from events with similar multiplicity and

Vz were selected for mixing. These requirements ensure that the two events used in

mixing have similar event structure, so the mixed-event invariant mass distribution

can better represent the combinatorial background in the same-event invariant mass

distribution. In order to reduce statistical uncertainty in the mixed-event, each event

was mixed with 20 other events.

To extract the φ meson signal, first the mixed-event and the same-event K+K−

invariant mass distributions were accumulated, and the mixed-event distribution was

normalized to the same-event distribution in the φ mass region by employing an

iterative scaling procedure [14]. In this normalization method, the background dis-

tribution was scaled by the ratio of the integral of the signal to the integral of the

background distribution in a fixed invariant mass region including the φ mass peak

(0.99 < minv < 1.05 GeV/c2). The background distribution was then subtracted

from the signal distribution and the remaining signal was fitted with a Breit-Wigner

function plus a straight line. The signal integral was then set to be the signal integral

in the φ mass range minus the integral of the Breit-Wigner function, the ratio was

recalculated and the background rescaled. Six iterations were needed to stabilize the

final scaling factor. Then the normalized mixed-event invariant mass distribution

was subtracted from the same-event invariant mass distribution in each pT and y

(rapidity) bin for every collision centrality.

Although the mixed-event background gives a good estimation of the combinato-

rial background due to uncorrelated kaon pairs, it cannot account for the real corre-

lated background from decay pairs due to Coulomb interactions, photon conversions

(γ → e+e−) and particle decays such as K0∗ → K+π−, ρ0 → π+π−, K0
S → π+π−, and

Λ → pπ−. For example, when both pions from a K0
S decay are misidentified as kaons,



87

the real correlation from decay will remain in the same-event as a broad distribution

but will not be reproduced by the event-mixing method.

Due to overlap of dE/dx bands for kaons and electrons around p = 0.5 GeV/c, the

electrons/positrons are misidentified as kaons in this momentum range. This leads to

a residual background in the K+K− invariant mass distribution near the threshold

from correlated e+e− pairs, mainly from photon conversions (γ → e+ + e−). The

δ-dip-angle between the photon converted electron and positron is usually very small.

The δ-dip-angle is calculated from

δ−dip−angle = cos−1[
pT1pT2 + pz1pz2

p1p2
], (3.1)

where p1, p2 represent the momenta of the two tracks, the other parameters with sub-

scripts T and z representing the transverse and the longitudinal components, respec-

tively. This δ-dip-angle represents the opening angle of a pair in the pz-pT plane. We

required the δ-dip-angle to be greater than 0.04 radians for the kaon candidate pairs.

This cut is very effective in removing the photon conversion background. Figure 3.6

shows the K+K− invariant mass distributions from same-event (blue line) and mixed-

event (red line) in 0-20% d+Au collisions at
√
sNN = 200 GeV. Here, the φ meson

peak is clearly visible before background subtraction.

After subtracting the scaled mixed-event background distributions from the same-

event K+K− invariant mass distributions, the remaining distribution consists of the

φ mass peak plus some residual background. To determine the raw yields for φ

meson, this distribution is fitted with a Breit-Wigner function superimposed on a

linear background function

dN

dMinv

=
AΓ

(Minv −m0)2 + Γ2/4
+ B(Minv), (3.2)

where A is the area under the peak corresponding to the number of φ mesons, Γ is

the full width at half maximum (FWHM) of the peak, and m0 is the resonance mass

position. B(Minv) denotes a linear [B(Minv) = p0 + p1Minv] residual background

function. The parameters p0 and p1 of B(Minv) and A, m0 and Γ are free parameters

in this fitting. The mixed-event background subtracted invariant mass distributions

for different pT bins in 0-20% d+Au collisions are shown in the Fig. 3.7.
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distributions in 0-20% d+Au collisions at

√
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Figure 3.7: The φ meson mass peaks after subtracting the background for different
pT bins in 0-20% d+Au collisions at

√
sNN = 200 GeV. Black curves show a Breit-

Wigner + linear background function fit. Red curves and Green lines stand for a
Breit-Wigner function and a linear function, respectively.
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3.2.6 Efficiency and Acceptance Correction

The raw φ meson yields, as obtained for various pT bins, need to be corrected for

detector acceptance and tracking efficiency. The φ meson acceptance and reconstruc-

tion efficiency are calculated using an embedding technique, in which Monte Carlo

(MC) simulated tracks are embedded into real events. One simulated φ meson track

is embedded for each event. The φ meson decay (φ → K+K−) and the detector re-

sponse are simulated by the GEANT program package [15] and the simulated output

signals are embedded into real events before being processed by the standard STAR

event reconstruction code. Embedded data are then analyzed to reconstruct the φ

meson. A φ meson is counted as being reconstructed if both its decay daughters

are reconstructed by the track reconstruction code and passes all analysis cuts that

are applied in the real data analysis. As the first step in reconstructing the input φ

mesons, we need to identify the reconstructed primary tracks which are associated to

the input MC kaons in the embedding events. This process of matching or associating

the reconstructed information of decay daughters of φ meson with the MC informa-

tion is called Association. A cut of 10 common hit points was applied on the number

of common hit points in the TPC between reconstructed and the input simulated

tracks. The decay daughter kaons of Monte Carlo φ meson are also subjected to the

same cuts that are applied in the real data analysis. The tracking efficiencies and

detector acceptance (tracking efficiency × acceptance) is then calculated by dividing

the number of reconstructed φ mesons by the number of input φ mesons. Figure 3.8

shows the efficiency×acceptance for our analysis as a function of φ meson pT in mini-

mum bias d+Au collisions at
√
sNN = 200 GeV. The reconstruction efficiency slightly

decreases at high pT due to the δ-dip-angle cut used in the analysis.

3.2.7 Results and Discussion

3.2.7.1 Transverse Momentum Spectra

The differential invariant yield of φ meson is calculated by correcting the extracted

raw yield by tracking efficiency, detector acceptance, nσ cut efficiency and the decay

branching ratio of φ to charged kaons. Figure 3.9 shows the φ meson transverse

momentum spectrum at mid-rapidity (|y| < 0.5) in 0-20% d+Au collisions at
√
sNN
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tion. Errors are statistical only.

= 200 GeV. The dotted curve in Fig. 3.9 is the Levy function fit of the form:

1

2πpT

d2N

dpTdy
=

dN/dy(n− 1)(n− 2)

2πnTLevy(nTLevy +m0(n− 2))
× (1 +

mT −m0

nTLevy
)−n, (3.3)

where n, the slope parameter TLevy, and yield dN/dy are free parameters. The φ

meson transverse momentum spectrum in 0-20% d+Au collisions is well described by

a Levy function, due to the power-law tail at intermediate and high pT [16]. The

values of the fit parameters TLevy, n and dN/dy as well as the χ2/ndf of the Levy

function fit are listed in Table 3.5. For comparison, the values of fit parameters

and χ2/ndf from fits to the pT spectrum of φ meson for p+p, d+Au (run 3) and

Au+Au collisions in different centralities at
√
sNN = 200 GeV are also listed [16].

The difference in the values of the fit parameters TLevy, n and dN/dy between run 8

and run 3 d+Au collisions may be due to the difference in pT acceptances. In run 3,

the pT spectrum of φ meson has been studied for 0.4 < pT < 6 GeV/c, whereas in
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Table 3.5: Values of fit parameters and χ2/ndf from Levy function fit to the pT
spectrum of φ meson in 0-20% d+Au collisions at

√
sNN = 200 GeV. For comparison,

the values of fit parameters and χ2/ndf from fits to the pT spectrum of φ meson for
p+p, d+Au (run 3) and Au+Au collisions in different centralities at

√
sNN = 200

GeV are also listed [16]. Only statistical errors are shown.

System Centrality Fit TExp/Levy n dN/dy χ2/ndf
Function (MeV)

d+Au 200 GeV 0-20% Levy 304 ± 16 18.0 ± 2.6 0.188 ± 0.012 10.15/12
(run 8)

p+p 200 GeV 0-100% Levy 202 ± 14 8.3 ± 1.2 0.018 ± 0.001 10.1/10
d+Au 200 GeV 0-20% Levy 323 ± 20 15.5 ± 3.9 0.146 ± 0.005 4.7/11

(run 3) 20-40% Levy 316 ± 19 16.9 ± 4.7 0.103 ± 0.003 13.6/11
40-100% Levy 263 ± 15 12.2 ± 2.1 0.040 ± 0.001 12.4/11

0-100% (MB) Levy 297 ± 11 13.9 ± 1.8 0.071 ± 0.001 17.5/11
Au+Au 200 GeV 0-5% Exp. 357 ± 3 - 7.95 ± 0.11 11.0/12

0-10% Exp. 359 ± 5 - 7.42 ± 0.14 10.2/12
10-20% Exp. 373 ± 4 - 5.37 ± 0.09 9.7/12
20-30% Exp. 387 ± 4 - 3.47 ± 0.06 26.7/12
30-40% Exp. 371 ± 4 - 2.29 ± 0.04 21.1/12
40-50% Levy 315 ± 11 22.7 ± 4.3 1.44 ± 0.03 17.4/11
50-60% Levy 290 ± 13 13.8 ± 1.9 0.82 ± 0.02 6.9/11
60-70% Levy 291 ± 13 18.6 ± 3.6 0.45 ± 0.01 7.4/11
70-80% Levy 243 ± 15 13.0 ± 2.3 0.20 ± 0.01 5.5/11

run 8 it has been studied for 1 < pT < 6 GeV/c due to pile-up issues at low pT .

The left panel of Fig. 3.10 shows the comparison of φ meson pT spectrum obtained

from 0-20% d+Au collisions at
√
sNN = 200 GeV in the year 2008 (run 8) with the

STAR published pT spectrum from year 2003 (run 3) data [16]. The φ meson pT

spectrum for pT > 1 GeV/c from run 8 is consistent with run 3 results within the

statistical errors. The ratio of φ meson yield from run 8 and run 3 as a function of

pT is shown in the right panel of Fig. 3.10.

3.2.7.2 Nuclear Modification Factor

The measurement of the nuclear modification factor, RAB, provides a sensitive tool

to probe the production dynamics and hadronization process in relativistic heavy ion

collisions [17, 18]. The variable RAB corresponds to the ratio of the invariant yields

of the produced particles in nucleus (A) + nucleus (B) collisions to those in inelastic

p+p collisions scaled by the number of nucleon-nucleon binary collisions. It is defined
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Figure 3.10: Left panel: φ meson transverse momentum spectrum in 0-20% d+Au
collisions at

√
sNN = 200 GeV from year 2008 (run 8) and year 2003 (run 3). Right

panel: The ratio of φ meson yield from run 8 and run 3 as a function of transverse
momentum.

as

RAB(pT ) =
d2NAB/dydpT

TAB · d2σpp/dydpT
, (3.4)

where TAB = 〈Nbin〉/σpp
inel is the nuclear thickness function. 〈Nbin〉 is the average num-

ber of binary nucleon-nucleon inelastic collisions, as estimated from Glauber model

calculations. The total inelastic cross section for p+p collisions at
√
sNN = 200

GeV used in the Glauber model calculations is σinel = 42 mb. However, STAR only

triggers on Non-Singly Diffractive (NSD) p+p events with measured cross section

σNSD = 30 mb. Thus the NSD p+p spectrum was normalized to the inelastic yield

by a correction factor of 30/42. We expect the RAB(pT ) to be unity if nucleus-nucleus

collisions are just simple superpositions of nucleon-nucleon collisions at high pT . De-

viation of this ratio from unity would imply contributions from nuclear effects.

Figure 3.11 shows the pT dependence of the nuclear modification factor RAB in 0-

20% d+Au and 0-5% Au+Au [16] collisions at
√
sNN = 200 GeV. The RdAu of φmeson

increases above unity and is higher than RAuAu at intermediate pT . The enhancement

of RdAu of φ meson at the intermediate pT is attributed to the Cronin effect [1, 2]. The

Cronin enhancement may result either from momentum broadening due to multiple

soft or semi-hard scattering in the initial state [19, 20, 21, 22] or from final state

interactions as suggested in the recombination model [23]. These mechanisms lead to

different particle type and/or mass dependence in the nuclear modification factors as
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Figure 3.11: pT dependence of the nuclear modification factor RAB for φ meson in 0-
20% d+Au and 0-5% Au+Au [16] collisions at

√
sNN = 200 GeV. Errors are statistical

only. The normalization uncertainties for 0-20% d+Au and 0-5% Au+Au collisions
are shown in red and blue rectangular bands, respectively.
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Figure 3.12: The nuclear modification factor RdAu for φ meson as a function of pT
in 0-20% d+Au collisions at

√
sNN = 200 GeV. The RdAu for pions and protons are

shown in brown and green bands, respectively [24]. The STAR preliminary data for
K0

S and Λ + Λ̄ are taken from the Ref. [25]. Errors are statistical only. The gray
shaded band represents the normalization uncertainty of 18%.

a function of pT . To understand the particle production mechanism we have studied

the particle species dependence of Cronin effect.

Figure 3.12 shows a comparison of RdAu of φ meson with that of π+ + π−, p+ p̄,

K0
S and Λ+ Λ̄ [24, 25]. Due to large statistical uncertainties in RdAu of φ meson, it is

very difficult to differentiate particle dependence scenarios. We need high precision

measurement of RdAu to differentiate very well between different particles and particle

production scenarios. However, theRdAu of φmeson seems to follow the same for other

mesons for 2.5 < pT < 4 GeV/c. This result favors coalescence as the mechanism

for particle production at mid-rapidity and intermediate pT in most central d+Au

collisions.
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3.2.7.3 Rapidity Asymmetry

In case of asymmetric systems such as d+Au collision, the particle production mech-

anism may be different at forward and backward rapidities. The partons from the

deuteron-side (forward rapidity) are expected to undergo multiple scattering while

traversing the gold nucleus, where as those on the gold-side (backward rapidity) are

likely to be affected by the properties of the nucleus. A comparative study of particle

production at forward and backward rapidity can be carried out using a ratio called

the rapidity asymmetry (YAsym), which is defined as,

YAsym(pT ) =
YB(pT )

YF (pT )
, (3.5)

where YF and YB are forward and backward particle yields, respectively. The YAsym

may provide some information to determine the relative contributions of various

physics processes to particle production in d+Au collisions.

Models based on Color Glass Condensate (CGC) [26, 27], HIJING [28], multi-

phase transport (AMPT) [29] and parton coalescence [30] predict specific rapidity

and centrality dependence of produced particles. These models incorporating differ-

ent physics process such as parton saturation, multiple scattering, nuclear shadowing

and recombination of thermal partons have been able to describe qualitatively the

pseudorapidity asymmetry for inclusive charged hadrons in d+Au collisions [31]. The

YAsym of identified hadrons (π and p) in d+Au collisions has been able to provide

some definitive insight on the particle production mechanism [32]. The present study

is mainly focused on the particle type (baryon/meson) dependence of YAsym in d+Au

collisions at
√
sNN = 200 GeV.

Figure 3.13 shows the pT dependence of YAsym for φ meson at |y| < 0.5 (left panel)

and 0.5 < |y| < 1 (right panel) in 0-20% d+Au collisions at
√
sNN = 200 GeV. For

comparison, the YAsym for π+ + π− and p + p̄ are also shown in the figure [32]. The

YAsym for φ meson is greater than unity in the measured pT region for both |y| < 0.5

and 0.5 < |y| < 1. Similar to other hadrons, the YAsym for φ meson is found to

be larger for 0.5 < |y| < 1 than for |y| < 0.5. This may indicate the presence of

some rapidity dependence of nuclear effects. No strong particle type dependence is

observed for YAsym in the measured pT region.
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Figure 3.13: Rapidity asymmetry factor (Yasym) for φ meson at |y| < 0.5 (left panel)
and 0.5 < |y| < 1 (right panel) in 0-20% d+Au collisions at

√
sNN = 200 GeV. For

comparison, π++π− (open squares) and p+ p̄ (solid triangles) results from STAR [32]
are also shown.

3.3 Pion Production in d+Au Collisions

3.3.1 Pion Raw Yield Extraction

As discussed earlier, the main TPC in STAR is used for tracking and identification

of charged particles. Measurements of the ionization energy loss (dE/dx) of charged

tracks in the TPC gas are used to identify pion, kaon, proton and their antiparticles.

Track selection criteria used for this analysis are presented in Table 3.6. To extract

the pion raw yield in a given pT bin, we perform four-Gaussian fits to the normal-

ized dE/dx distributions of positively charged and negatively charged hadrons. The

normalized dE/dx in general is defined as

nσX =
1

R
log

< dE/dx > |measured

< dE/dx >X |expected
, (3.6)

where X is the particle type (e±, π±, K±, p or p̄), < dE/dx > |measured is the mea-

sured energy loss of a track, < dE/dx >X |expected is the expected mean energy loss

of particle X at a given momentum as obtained from Bichsel function [11] and R

is the dE/dx resolution of the TPC, which is a function of the track length in the

TPC. Figure 3.14 shows dE/dx distributions for positively charged and negatively

charged hadrons in the TPC, normalized to the pion dE/dx (referred to as the nσπ)

at 0.25 < pT < 0.3 GeV/c and |y| < 0.1 in d+Au collisions at
√
sNN = 200 GeV.
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Table 3.6: Track selection criteria for the pion spectra analysis in run 8 d+Au colli-
sions at

√
sNN = 200 GeV.

Cut Description Value

|y| < 1.0

dca < 3 cm

nHitsF it ≥ 25

nHitsdEdx ≥ 15

Transverse Momentum > 0.15 GeV/c

Momentum > 0.15 GeV/c

Track Fitting Flag 0 < flag < 1000

χ2 < 6
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Figure 3.14: The dE/dx distributions for positively charged (left) and negatively
charged (right) hadrons in the TPC, normalized by the expected pion dE/dx at
0.25 < pT < 0.3 GeV/c and |y| < 0.1 in d+Au collisions at

√
sNN = 200 GeV.

The curves are Gaussian fits representing contributions from pions (dot-dashed, red),
electrons (dashed, green), kaons (dot-dashed, blue), and protons (dotted, magenta).
Errors are statistical only.
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The counts under the Gaussian about nσπ ∼ 0 give the yield of pions for a partic-

ular pT range. A similar procedure is followed to obtain yields for other pT ranges.

Further details of extracting raw yields of identified hadrons from normalized dE/dx

distributions can be found in Ref. [33].

3.3.2 Efficiency and Acceptance Correction

The raw yields are corrected for detector acceptance and tracking efficiency which

are obtained from the MC embedding method. In this method, simulated MC tracks

are embedded into real events at the raw data level. The MC tracks are simulated

with primary vertex position taken from the real events. The MC track kinematics

are taken from flat distributions in y and pT . The flat pT distribution is used in

order to have similar statistics in different pT bins. One simulated track is embedded

in each event. The tracks are propagated through the full simulation of the STAR

detector and geometry using the GEANT program package [15]. The real events

with the embedded MC track are referred as mixed-events and are processed through

the standard STAR event reconstruction chain. Then an association map is created

between the input MC tracks and the reconstructed tracks of the mixed-event to find

the matched tracks. The reconstruction efficiency is obtained by the ratio of the

number of matched MC tracks to the number of input MC tracks.

Figure 3.15 shows the product of tracking efficiency and detector acceptance for

pions as a function of the input MC pT in minimum bias d+Au collisions at
√
sNN

= 200 GeV. The efficiencies for π+ and π− are similar and are independent of pT for

pT > 0.2 GeV/c. The curves superimposed in Fig. 3.15 are parameterizations to the

efficiencies for π+ and π−. The fit function used for these parametrizations is defined

as

f(pT ) = P0 exp[−(P1/pT )
P2 ], (3.7)

where P0, P1 and P2 are free parameters. Table 3.7 lists the value of the fit param-

eters for π+ and π− efficiencies in minimum bias d+Au collisions at
√
sNN = 200

GeV. These parameterizations are used for efficiency corrections to get the correct pT

spectra for pions.
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Figure 3.15: Reconstruction efficiency including detector acceptance for π+ (red open
squares) and π− (black solid circles) as a function of pT in minimum bias d+Au
collisions at

√
sNN = 200 GeV. The curves (red dashed line for π+ and black solid line

for red π−) are parameterizations to the efficiency data and are used for corrections
in the analysis.

Table 3.7: Fit parameters for π+ and π− efficiencies in minimum bias d+Au collisions
at

√
sNN = 200 GeV.

Particle P0 P1 P2

π+ 0.675 ± 0.009 0.066 ± 0.064 2.46 ± 2.4

π− 0.670 ± 0.006 0.083 ± 0.042 3.11 ± 2.3
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Figure 3.16: Percentage of pion background contribution estimated from HI-
JING+GEANT as a function of pT in d+Au collisions at

√
sNN = 200 GeV. The

curve is the parameterization to the pion background contribution and is used for
correction in the analysis.

3.3.3 Background Correction

The pion spectra are corrected for feed-downs from weak decays, muon contamination,

and background pions produced in the detector materials. These corrections are

obtained from MC simulations of HIJING events, with the STAR geometry and a

realistic description of the detector response using GEANT. The simulated events are

reconstructed in the same way as the real data. The weak decay daughter pions are

mainly from K0
S and are identified by the parent particle information accessible from

the simulation. The muons from pion decay can be misidentified as primordial pions

because of the similar masses of muon and pion. This contamination is obtained

from MC simulations by identifying the decay, which is also accessible in simulation.

The total background rate for pion, which is dominated by weak decays and muon

contamination, obtained from the MC simulations is shown in Fig. 3.16. This pion

background contribution is obtained from the Ref. [34]. The curve superimposed in

Fig. 3.16 is the parameterization to the pion background contribution using a 5th
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Table 3.8: Fit parameters from the polynomial fit to pion background contribution
in d+Au collisions at

√
sNN = 200 GeV.

Parameters Values

P0 26.87 ± 0.65
P1 -63.57 ± 3.58
P2 76.70 ± 7.01
P3 -46.85 ± 6.12
P4 14.2 ± 2.41
P5 -1.69 ± 0.35

order polynomial. The fit parameters are listed in Table 3.8. This parameterization

is used for pion background correction to get the final pT spectra for pions.

3.3.4 Results and Discussion

3.3.4.1 Transverse Momentum Spectra

Figure 3.17 shows the transverse momentum spectra for π− and π+ at mid-rapidity

(|y| < 0.1) in 0-20% d+Au collisions at
√
sNN = 200 GeV. The dotted curves in

Fig. 3.17 are the Bose-Einstein function fit to the spectra and have the following

functional form:
1

2πpT

d2N

dpTdy
=

A

exp(mT/TBE)− 1
, (3.8)

where A and TBE are fit parameters, and mT =
√

m2 + p2T is the transverse mass.

The values of the fit parameters A and TBE as well as the χ2/ndf of the Bose-Einstein

function fit to the spectra are listed in Table 3.9. Since the pT spectra for pions are

well described by the Bose-Einstein function, the same is used for extrapolating the

spectra into unmeasured regions at low pT (pT < 0.2 GeV/c) and high pT (pT > 0.7

GeV/c). To further characterize the spectra, the average transverse momenta 〈pT 〉
and the integrated particle multiplicity densities dN/dy have been extracted from the

measured spectra using the Bose-Einstein function. The extracted 〈pT 〉 of π− and π+

are found to be 0.371± 0.003 and 0.371± 0.002, respectively. Similarly, the extracted

dN/dy of π− and π+ are found to be 8.72 ± 0.36 and 8.74 ± 0.33, respectively. The

quoted errors are statistical only. These 〈pT 〉 and dN/dy of π− and π+ in 0-20% d+Au
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Figure 3.17: Transverse momentum spectra for π− and π+ at mid-rapidity (|y| < 0.1)
in 0-20% d+Au collisions at

√
sNN = 200 GeV. Spectra for π+ is scaled by a factor

5 for clarity. Errors shown are statistical only. The curves are the Bose-Einstein
function fit to the spectra.
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Table 3.9: Values of fit parameters and χ2/ndf from Bose-Einstein function fit to the
pT spectra for π− and π+ at mid-rapidity (|y| < 0.1) in 0-20% d+Au collisions at√
sNN = 200 GeV.

Particle A TBE(MeV ) χ2/ndf
π− 223.46 ± 5.05 193.4 ± 1.4 0.445/8
π+ 223.40 ± 4.12 193.6 ± 1.4 0.622/8

collisions at
√
sNN = 200 GeV are listed in Table 3.10 and Table 3.11, respectively.

For comparison, 〈pT 〉 and dN/dy of π− and π+ for p+p, d+Au (run 3) and Au+Au

collisions in different centralities at
√
sNN = 200 GeV are also listed [33]. The 〈pT 〉

and dN/dy of π− and π+ from run 3 and run 8 d+Au collisions are found to be

consistent with each other.

One interesting observation is that the 〈pT 〉 of pions in central d+Au collisions is

found to be larger than that in peripheral Au+Au collisions. This can be due to jets,

kT broadening, and multiple scattering [35]. These effects can be stronger in d+Au

collisions than in peripheral Au+Au collisions, because nucleons in the deuteron suffer

multiple collisions traversing the incoming Au nucleus in central d+Au collisions

while peripheral Au+Au collisions are close to simple superposition of multiple p+p

collisions. On the other hand, 〈pT 〉 of pions in central d+Au collisions are smaller

than that in central Au+Au collisions. This larger 〈pT 〉 in central Au+Au collisions

cannot be only due to the effects already present in d+Au collisions, as random-

walk models argue [35], but also be due to other effects including transverse radial

flow, due to thermodynamic pressure, and remaining contributions from (semi-)hard

scatterings [33].

Figure 3.18 shows the comparison of pion pT spectra for 0-20% d+Au collisions

at
√
sNN = 200 GeV in the year 2008 (run 8) with the previously published STAR

results from the year 2003 (run 3) data [33]. The pT spectra for π− and π+ from run

8 are consistent with run 3 results within the statistical errors. The shape of the pT

spectra for π− and π+ are similar in both cases.
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Table 3.10: Extrapolated average transverse momenta, 〈pT 〉 in GeV/c, of π− and π+

in 0-20% d+Au collisions at
√
sNN = 200 GeV. For comparison, 〈pT 〉 of π− and π+

for various collision systems and centralities are also listed [33]. Quoted errors are the
quadratic sum of statistical and systematic uncertainties for all collision systems and
centralities except for run 8 d+Au collisions, where only statistical errors are shown.

System Centrality π− π+

d+Au 200 GeV 0-20% 0.371± 0.003 0.371± 0.002
(run 8)

p+p 200 GeV min. bias 0.348± 0.018 0.348± 0.018
min. bias 0.367± 0.027 0.369± 0.027

d+Au 200 GeV 40-100% 0.359± 0.024 0.364± 0.025
(run 3) 20-40% 0.363± 0.031 0.370± 0.031

0-20% 0.378± 0.028 0.378± 0.028
70-80% 0.363± 0.018 0.367± 0.018
60-70% 0.377± 0.019 0.377± 0.019
50-60% 0.389± 0.020 0.389± 0.020

Au+Au 200 GeV 40-50% 0.395± 0.020 0.395± 0.020
30-40% 0.402± 0.021 0.404± 0.021
20-30% 0.408± 0.021 0.411± 0.021
10-20% 0.416± 0.021 0.421± 0.021
5-10% 0.418± 0.021 0.422± 0.021
0-5% 0.422± 0.022 0.427± 0.022
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Table 3.11: Integrated multiplicity rapidity density, dN/dy, of π− and π+ in 0-20%
d+Au collisions at

√
sNN = 200 GeV. For comparison, dN/dy of π− and π+ for

various collision systems and centralities are also listed [33]. Quoted errors are the
quadratic sum of statistical and systematic uncertainties for all collision systems and
centralities except for run 8 d+Au collisions, where only statistical errors are shown.

System Centrality π− π+

d+Au 200 GeV 0-20% 8.72± 0.36 8.74± 0.33
(run 8)

p+p 200 GeV min. bias 1.42± 0.11 1.44± 0.11
min. bias 4.63± 0.31 4.62± 0.31

d+Au 200 GeV 40-100% 2.89± 0.20 2.87± 0.21
(run 3) 20-40% 6.06± 0.41 6.01± 0.41

0-20% 8.42± 0.57 8.49± 0.58
70-80% 10.9± 0.8 10.8± 0.8
60-70% 21.1± 1.6 21.1± 1.6
50-60% 36.3± 2.8 36.2± 2.7

Au+Au 200 GeV 40-50% 58.9± 4.5 58.7± 4.5
30-40% 89.6± 6.8 89.2± 6.8
20-30% 136± 10 135± 10
10-20% 196± 15 194± 15
5-10% 261± 20 257± 20
0- 5% 327± 25 322± 25
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Figure 3.19: Variation of π−/π+ ratio as a function of pT in 0-20% d+Au collisions
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√
sNN = 200 GeV. Errors are statistical only.

3.3.4.2 Antiparticle to Particle Ratio

Figure 3.19 shows the π−/π+ ratio as a function of pT in 0-20% d+Au collisions at
√
sNN = 200 GeV. The π−/π+ ratio is approximately unity and is independent of

pT . Similar behavior has been observed for different collision energies and collision

systems as well [33].
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Chapter 4

Elliptic Flow of Light Nuclei in

Au+Au Collisions

4.1 Introduction

One of the most important experimental findings at RHIC has been the signature of

coalescence as the mechanism of particle production. The differences in baryons and

mesons at the intermediate transverse momentum (1.5 < pT < 5 GeV/c) in nuclear

modification factor and the elliptic flow have been observed [1]. These are considered

as the signatures of quark coalescence as a mechanism of hadron production. How-

ever, it is experimentally difficult to study how local correlations and energy/entropy

play a role in coalescence since the partonic constituents are not directly observable.

In relativistic heavy ion collisions, light nuclei and antinuclei are formed through co-

alescence of nucleons and antinucleons [2, 3, 4]. The binding energies of the light

nuclei are small (∼ MeV), hence this formation process can only happen at a late

stage of the evolution of the system when interactions between nucleons and other

particles are weak. This process is called final state coalescence [2, 5]. The coales-

cence probability is related to the local nucleon density. Therefore, the production of

light nuclei provides an interesting tool to measure collective motion and freeze-out

properties. The advantage of nucleons over the partonic coalescence phenomena is

that both the nuclei and the constituent nucleon space-momentum distributions are

114
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measurable quantities in heavy ion collisions. By studying the elliptic flow of nu-

clei and comparing to those of their constituents (nucleons), we will have a better

understanding of coalescence process for hadronization.

4.2 Data Analysis

In the following subsections, we discuss the data sets and different criteria that are

used for data set selection.

4.2.1 Data Set and Trigger

The data sets used in the presented analysis are from Au+Au collisions at
√
sNN =

200 GeV and 39 GeV. The Au+Au 200 GeV and 39 GeV data were taken with the

STAR detector at RHIC in the year 2007 (run 7) and 2010 (run 10), respectively.

The run 7 Au+Au 200 GeV data set consisted of minimum bias (MB) trigger only.

The minimum bias trigger requires a coincidence of two zero degree calorimeters

(ZDCs) [6], which are located at ± 18 m from the center of the interaction region along

the beam line. It additionally requires the Vertex Position Detector (VPD) [7] with

an online vertex Z position cut of ± 5 cm. The VPD is more efficient at triggering on

central events relative to peripheral and its vertex Z resolution is worse for peripheral

events relative to central. This leads to a trigger bias for peripheral events, which

will be discussed in more detail later in this chapter. The run 10 Au+Au 39 GeV

data set consisted of MB trigger only.

4.2.2 Event Selection

The primary vertex for each minimum bias event is determined by finding the best

point of common origin of the tracks measured in the TPC. The analyzed events were

required to have a primary vertex Z position, VZ , within ± 30 cm for run 7 Au+Au

200 GeV data set and ± 40 cm for run 10 Au+Au 39 GeV data set from the center

of the TPC along the beam line. This value was chosen to ensure nearly uniform

detector acceptance in the η range studied. The VZ distribution for the different

collision energies are shown in Fig. 4.1. In order to reject events which involves beam
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Figure 4.1: Event-by-event distribution of the Z-position of the primary vertex (VZ)
in Au+Au collisions at

√
sNN = 200 GeV (left) and 39 GeV (right).

pipe and beam-gas interactions, the event vertex radius (defined as
√

V 2
x + V 2

y , where

Vx and Vy are the vertex positions along the x and y directions) is required to be less

than 2 cm. The approximate number of events analyzed after imposing these cuts

are 62 M and 16 M for Au+Au collisions at 200 GeV and 39 GeV, respectively.

4.2.3 Centrality Selection

The collision centralities represent the fractions of the full hadronic cross section in

a collision. In Au+Au collisions, the collision centrality is determined by using the

TPC reference multiplicity (RefMult). The TPC RefMult is defined as the un-

corrected charged particle multiplicity measured in the TPC in the pseudorapidity

region |η| < 0.5 with distance of closest approach (dca) less than 3 cm from the pri-

mary vertex position and at least 10 hits (nHitsF it ≥ 10) in the TPC including the

primary vertex. In run 7 Au+Au 200 GeV, the inclusion of inner tracking detectors

rendered reference multiplicity a poor method to determine centrality [12]. There is

a dependence on the primary vertex position for the reconstruction efficiency in the

|Vz| < 30 cm region. The dependence was generally absent for TPC only tracking

used in many of the previous productions and is undesirable since it requires the

centrality cuts to change as a function of Vz. Therefore, another variable is proposed

to determine the centrality called global reference multiplicity (gRefMult), which

counts global tracks with |η| < 0.5, dca < 3 cm and nHitsF it ≥ 10. After extensive
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Table 4.1: Centrality definitions in run 7 Au+Au 200 GeV collisions using gRefMult.

% cross section gRefMult

0-5 ≥ 485

5-10 399− 484

10-20 269− 398

20-30 178− 268

30-40 114− 177

40-50 69− 113

50-60 39− 68

60-70 21− 38

70-80 10− 20

checks, gRefMult’s reconstruction efficiency was determined to be stable as function

of Vz and run number. The high end of the gRefMult distribution is fitted with

a Monte Carlo Glauber simulation. The various centrality bins are calculated as a

fraction of this simulated multiplicity distribution starting from the highest multi-

plicities. Table 4.1 lists the gRefMult values for each centrality in run 7 Au+Au

collisions at
√
sNN = 200 GeV.

The other issues in run 7 Au+Au 200 GeV are biases on multiplicity distribution

introduced by the online cut of |Vz| < 5 cm. The biases come from two sources.

Firstly, over the full range in Vz, the VPD efficiency is higher for more central events

compared to peripheral ones which leads to a general deficit in peripheral events

for a given data sample. Secondly, a centrality dependence of the VPD’s online Vz

resolution which is worse for peripheral events relative to central events. Therefore,

the events at the higher |Vz| are more likely to be peripheral whereas the events at

the lower |Vz| are more likely to be central. This effect is demonstrated on Fig. 4.2.

The Vz dependent biases in multiplicity distribution require a re-weighting correction

to be applied for all analysis. The correction has to be applied as a function of Vz

in 2 cm bins for acceptance reasons. In a given Vz bin, the weights are determined

by normalizing the 1D global reference multiplicity distribution by the number of

events with gRefMult > 500. The ideal multiplicity distribution from MC Glauber

then divided by the normalized global reference multiplicity distribution to calculate
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|Vz| < 30 cm compared with the multiplicity distribution from MC Glauber simula-
tion.

the weights. Figure 4.3 shows the comparison of gRefMult distribution before and

after the re-weighting correction for |Vz| < 30 cm. After applying the re-weighting

correction which were determined in smaller Vz bins, the gRefMult distribution

matches with the multiplicity distribution from MC Glauber simulation.

In run 10 Au+Au 39 GeV, the collision centrality is determined by using the

TPC reference multiplicity. Table 4.2 lists the RefMult values for each centrality in

run 10 Au+Au collisions at
√
sNN = 39 GeV. Figure 4.4 shows the TPC RefMult

distribution with centrality cuts for each centrality.

4.2.4 Track Selection

In the present analysis, the tracks used in all the data sets are primary tracks. To

select good tracks, various quality cuts are required to be applied to each track mea-

sured in the TPC. The track quality cuts are presented in the Table 4.3. In order

to have uniform detector performance, a pseudorapidity cut of |η| < 1.0 is applied
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Table 4.2: Centrality definitions in run 10 Au+Au 39 GeV collisions using RefMult.

% cross section gRefMult

0-5 ≥ 317

5-10 266− 316

10-20 186− 265

20-30 126− 185

30-40 82− 125

40-50 51− 81

50-60 29− 50

60-70 16− 28

70-80 8− 15
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Figure 4.4: TPC reference multiplicity distribution for Au+Au collisions at
√
sNN =

39 GeV. The RefMult cuts for different centrality bins are shown in different dashed
blue lines.
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Table 4.3: Track selection criteria for the analysis presented in this chapter.

Cut Description Value

|η| < 1.0

dca < 0.5 cm (3He), < 1 cm (d)

nHitsF it ≥ 25

nHitsF it/nHitsPoss > 0.52 and < 1.02

nHitsdEdx ≥ 15

pT > 0.15 GeV/c

in the data. To avoid admixture of tracks from secondary vertices, a requirement is

placed on the distance of closest approach (dca) between each track and the event

vertex. The multiple counting of split tracks is avoided by requiring all tracks to have

a minimum number of 25 fit points used in the reconstruction of the track. The effect

of track splitting is minimized by further requiring that the number of fit points is

more than half the number of total possible hit points for a track. Tracks can have a

maximum of 45 hits in the TPC. In order to ensure tracks have good 〈dE/dx〉 values,
a condition is placed on the number of hits used to calculate 〈dE/dx〉 of the track i.e.

nHitsdEdx ≥ 15. The low momentum tracks (pT ≤ 0.15 GeV/c) can not traverse

the entire TPC due to their large track curvature inside the solenoidal magnetic field.

So, those tracks are avoided by requiring all tracks to have pT > 0.15 GeV/c.

4.2.5 Particle Identification Method with TPC and TOF

In run 7 Au+Au 200 GeV, STAR’s main TPC [3] was used for tracking and iden-

tification of charged particles. Measurements of the ionization energy loss (dE/dx)

of charged tracks in the TPC gas are used to identify protons, deuterons, tritons,

3He and their antiparticles. Figure 4.5 shows the ionization energy loss (dE/dx)

of charged tracks as a function of rigidity (= momentum/charge) measured by the

TPC. It can be seen that the light nuclei (d, t and 3He) and their antiparticles can

be identified very well using TPC. We have also observed two 4He candidates in this

data set which is discussed in detail in Chapter 5.
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Figure 4.5: TPC dE/dx as a function of rigidity. Different color lines are expected
dE/dx values for different charged tracks predicted by the Bichsel function [4].
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Figure 4.6: Z distribution of 3He (open square) and 3He (open circle) for 1.4 ≤ pT < 6
GeV/c in Au+Au collisions at

√
sNN = 200 GeV.

In order to identify light nuclei a variable Z is defined as

Zi = ln

(

(dE/dx)|measure

(dE/dx)i|predict

)

, (4.1)

where (dE/dx)|measure is the measured mean energy loss of a track and (dE/dx)i|predict
is the mean energy loss predicted by Bichsel function for the given particle type i

(i = d, t and 3He) [4, 10]. The expected value of Zi for the particle in study is

around zero. Figure 4.6 shows a typical Z distribution for 3He and 3He signals for

1.4 ≤ pT < 6 GeV/c in Au+Au collisions at
√
sNN = 200 GeV. After track quality

selections, the 3He(3He) signals are essentially background free. We derive the yields

by counting 3He(3He) candidates with |Z(3He)| < 0.2. The left panel of Fig. 4.7

shows the Z distribution of d for 0.7 < pT < 1.0 GeV/c in Au+Au collisions at
√
sNN

= 200 GeV. The Z distribution of d is fitted with a Gaussian plus an exponential

background function to extract the yield. In Au+Au 39 GeV, the Z distribution of

d is fitted with a double Gaussian function (one is for signal and the other one is for

background) to extract the yield, as shown in the right panel of Fig. 4.7.
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Figure 4.7: Left panel: Z distribution of d for 0.7 < pT < 1.0 GeV/c from Au+Au
collisions at

√
sNN = 200 GeV, fitted with a Gaussian (dashed, red line) plus an ex-

ponential (dot-dashed, green line) background function. Right panel: Z distribution
of d for 1.6 < pT < 1.9 GeV/c from Au+Au collisions at

√
sNN = 39 GeV, fitted with

a double Gaussian function.

In run 10 Au+Au 39 GeV, full coverage of the Time-of-Flight (TOF) [9] detec-

tor based on multi-gap resistive plate chamber (MRPC) technology was installed at

STAR. Both TPC and TOF were used for the identification of charged particles.

The time of flight (t) information from TOF and the path length (L) from TPC

can be used to calculate the velocity β(= v/c) of the particle. The mass square

(m2 = p2(1/β2 − 1)) of the charged tracks is calculated using 1/β from TOF and

momentum (p) from TPC. The left panel of Fig. 4.8 shows 1/β from TOF measure-

ment as a function of momentum calculated from TPC tracking. The right panel

of Fig. 4.8 shows m2 as a function of momentum for all charged tracks. The TOF

allows identification of particles at higher momenta than by using the TPC alone.

In this analysis, deuterons and antideuterons are identified by the TPC for pT < 1

GeV/c, and by both TPC and TOF in the range 1 < pT < 4 GeV/c. However, at low

pT (< 1 GeV/c), primary deuterons are overwhelmed by background from knock-out

deuterons from the beam pipe and inner detector material, which are difficult to sep-

arate from collision products. As a result, only antideuterons are counted as collision

products in this analysis. Measurements of the dE/dx of charged tracks in the TPC

gas are alone used to identify 3He(3He) for 1 < pT < 5 GeV/c in minimum bias

Au+Au collisions at
√
sNN = 39 GeV.
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√
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4.2.6 Event Plane Method and v2

In relativistic heavy ion collisions, the azimuthal distributions of particles can be

described using a Fourier expansion in terms of the particle emission azimuthal angle

measured with respect to the reaction plane in the collision [13] as:

E
d3N

d3p
=

1

2π

d2N

pTdpTdy
(1 +

∞
∑

n=1

2vncos[n(φ−Ψr)]), (4.2)

where the coefficients vn = 〈cos(n(φ−Ψr))〉 are used for a quantitative characteriza-

tion of the event anisotropy, and the angle brackets mean an average over all particles

in all events. The sine terms are not present in the above equation because of sym-

metry with respect to the reaction plane. The coefficient v1 is called directed flow

and v2 is known as elliptic flow.

The reaction plane angle, Ψr, can not be directly measured in high energy nuclear

collisions, but can be estimated from the particle azimuthal distribution on an event-

by-event basis. The estimated reaction plane is usually called the event plane. In

the standard event plane method [13] the anisotropic flow itself used to determine

the event plane. The event plane angle can be calculated in terms of the event flow

vector Qn as:

Qn cos(nΨn) =
∑

i

wi cos(nφi), (4.3)
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Qn sin(nΨn) =
∑

i

wi sin(nφi), (4.4)

where the sum goes over all particles i used in the event plane calculation. The

quantities φi and wi are the lab azimuthal angle and weight for particle i. The event

plane angle for each harmonic of the anisotropic flow is defined as:

Ψn =

(

tan−1

∑

iwi sin(nφi)
∑

iwi cos(nφi)

)

/n. (4.5)

In this analysis the event plane angle from second harmonic (Ψ2) is used, which is in

the range 0 ≤ Ψ2 < π. The primary tracks used to calculate the event plane is known

as flow tracks. Table 4.4 lists the selection criteria for flow tracks used in the second

harmonic event plane reconstruction. The weights (wi) used in this analysis include

both pT -weight and φ-weight i.e. wi = pT i × wφ. The transverse momentum (pT )

is a common choice as a weight because often v2 increases with pT . The pT -weight

is taken as the pT of the particle for pT ≤ 2 GeV/c and constant (= 2) for pT > 2

GeV/c. The φ-weight is necessary to correct for detector acceptance effects which can

lead to anisotropic particle distributions in the lab frame. Therefore, it is necessary

to ensure that the event plane angle distribution over all events is isotropic. This

is achieved by finding the azimuthal distribution of all particles to be used in the

event plane determination over many events and taking the inverse of the azimuthal

distribution as the φ-weight. In order to remove autocorrelation effects, the tracks

used for the calculation of v2 are excluded from the event plane calculation.

Figure 4.9 shows the event plane angle distribution from TPC after all weighting

in Au+Au collisions at
√
sNN = 200 GeV (left) and 39 GeV (right). The distribu-

tions are fitted with a function f(Ψ2) = p0(1 + 2p1cos(2Ψ2)) to check the flatness of

the distribution. In both cases the event plane angle distributions are flat and the

anisotropy of these distributions are negligible i.e. p1 ≈ 0.

In run 7 Au+Au 200 GeV, both east and west Forward Time Projection Cham-

bers (FTPCs) are also used to determine the event plane. The FTPCs cover the

pseudorapidity range of 2.5 ≤ |η| ≤ 4.0. The η gap between two FTPCs helps to

reduce non-flow effects due to short range correlations. Non-flow are correlations not

associated with the reaction plane. Included in non-flow effects are jets, resonance

decay, short-range correlations such as the Hanbury-Brown Twiss (HBT) effect, and

momentum conservation [14].
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Table 4.4: Track selection criteria for flow tracks used in the event plane reconstruc-
tion

Cut Description Value

|η| < 1.0

dca < 2 cm

nHits > 15

nHits/nHitsPoss > 0.52

pT 0.15 < pT < 2 GeV/c

 / ndf 2χ  424.8 / 178

p0        4.393e+01± 3.473e+05 

p1        0.0000895± 0.0002258 
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Figure 4.9: The distribution of second harmonic event plane angle (Ψ2) from TPC
in Au+Au collisions at

√
sNN = 200 GeV (left) and 39 GeV (right). The red curves

show a fit to the event plane angle distribution in both plots.
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Because of the serious loss of acceptance for FTPCs due to partially non-functional

readout electronics, the φ-weight method is not enough to generate a flat event plane

distribution. Thus, further corrections are applied after φ-weight corrections using

the shifting method [15]. The formula for the shift correction is as given below

Ψ
′

= Ψ+
∑

n

1

n
[−〈sin(2nΨ)〉 cos(2nΨ) + 〈cos(2nΨ)〉 sin(2nΨ)]. (4.6)

The averages in Eq. 4.6 are taken from a large sample of events. In this analysis, the

correction is done up to the 20th harmonic. The second harmonic event plane angle

distributions from FTPC east (ΨEast
2 ) and west (ΨWest

2 ) are separately flattened and

then the event plane angle distribution for full event is flattened. Accordingly, the

observed v2 and resolution are calculated using the shifted (sub)event plane azimuthal

angles. Figure 4.10 shows the second harmonic event plane angle distribution from

FTPC after shift corrections are applied. The distributions are fitted with a function

f(Ψ2) = p0(1 + 2p1cos(2Ψ2)) to check the flatness of the distribution. In this case

the event plane angle distribution is flat and hence the v2 measurement is free from

detector acceptance bias.

A finite number of particles are used to calculate the event plane in an event,

which leads to a limited resolution in the measured event plane angle. Therefore, the

observed v2 has to be corrected for the event plane resolution as

v2 =
vobs2

〈cos[2(Ψ2 −Ψr)]〉
, (4.7)

where v2, v
obs
2 , Ψ2 and Ψr refer to the real v2, observed v2, the event plane angle and

the real reaction plane angle. The denominator in the Eq. 4.7, 〈cos[2(Ψ2 − Ψr)]〉, is
the event plane resolution [13]. The event plane resolution can be expressed as

〈cos[2(Ψ2 −Ψr)]〉 =
π

2
√
2
χ2exp(−χ2

2/4)× [I0(χ
2
2/4) + I1(χ

2
2/4)], (4.8)

where I0(1) is the modified Bessel function of order 0(1) and

χ2 ≡ v2/σ and σ2 =
1

2N

〈w2〉
〈w〉2 , (4.9)

where N is the number of particles used to calculate the event plane angle and w are

the weights discussed previously.
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Figure 4.10: The distribution of second harmonic event plane angle (Ψ2) from FTPC
in Au+Au collisions at

√
sNN = 200 GeV. The red curve shows a fit to the event

plane angle distribution.
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The event plane resolution can be estimated by using the correlation of the event

planes calculated from two independent sub-events of nearly equal multiplicity. The

criteria which have been used for dividing the event into sub-events are random and

pseudorapidity. Since the multiplicity of each sub-event A and B are approximately

equal, their respective resolutions are expected to be equal. The resolution of each of

them is given by:

〈cos[2(ΨA
2 −Ψr)]〉 =

√

〈cos[2(ΨA
2 −ΨB

2 )]〉. (4.10)

To calculate the full event plane resolution, first the sub-event plane resolution i.e.

〈cos[2(ΨA
2 − Ψr)]〉 is calculated from Eq. 4.10. Then the sub-event plane resolution

is used in Eq. 4.8 to extract the sub-event χA
2 . Since the full event has twice as

many particles as the sub-events, the full event χ2 will be
√
2 times that of χA

2 i.e.

χ2 =
√
2χA

2 . The full event plane resolution is then calculated by putting this χ2

value in Eq. 4.8.

Since the event plane resolution is dependent on the number of particles used in

the calculation, it decreases for more peripheral collisions. Again the event plane is

calculated using the anisotropic flow of the event itself, for more central collisions

the resolution also reduces because the event anisotropy is small for more central

collisions. In this analysis, the event plane resolution is calculated for small centrality

bins (0−5%, 5−10%, 10−20%, 20−30%, 30−40%, 40−50%, 50−60%, 60−70%, 70−
80%) within the minimum bias data set individually. The resolution for minimum

bias (0 − 80%) collision is calculated by weighting the resolution of each centrality

bin with the raw yield of the particle. The left panel of Fig. 4.11 shows the event

plane resolution for TPC and FTPC event plane using pseudorapidity sub-events in

Au+Au collisions at
√
sNN = 200 GeV. The right panel of Fig. 4.11 shows the event

plane resolution for TPC event plane using random sub-events in Au+Au collisions

at
√
sNN = 39 GeV. The resolution for minimum bias collisions is calculated by

weighting the resolution of each centrality bin with 3He raw yield, which is shown as

the first data point (centrality below 0% ) in each plot.

The φ-binning method was used to obtain the v2 of nuclei in Au+Au collisions at
√
sNN = 200 GeV and 39 GeV. In this method the raw yield of the identified particle

(nuclei) is measured in different φ − Ψ bins, where φ is the azimuthal angle of the



131

Centrality (%)
0 10 20 30 40 50 60 70 80

R
es

ol
ut

io
n

0

0.2

0.4

0.6

0.8

1
TPC

FTPC

Au+Au 200 GeV

Centrality (%)
0 10 20 30 40 50 60 70 80

R
es

ol
ut

io
n

0

0.2

0.4

0.6

0.8

1
Au+Au 39 GeV

Figure 4.11: Event plane resolution as a function of centrality for TPC (solid square)
and FTPC (open square) event plane in Au+Au collisions at

√
sNN = 200 GeV (left)

and for TPC event plane in Au+Au collisions at
√
sNN = 39 GeV (right). See the

text for details.

particle in the laboratory frame and Ψ is the event plane angle. Then the φ − Ψ

distribution can be fitted with a functional form as

dN

d(φ−Ψ)
= p0(1 + 2p1cos(2(φ−Ψ))), (4.11)

where the fit parameter p1 is the observed v2 (vobs2 ). The vobs2 is then divided by

the appropriate event plane resolution correction factor to obtain the final v2. The

pT dependence of the elliptic flow can be measured by repeating the procedure in

different pT ranges. Figure 4.12 and Fig. 4.13 show the φ − Ψ distribution for 3He

and d in different pT bins from minimum bias Au+Au collisions at
√
sNN = 200 GeV,

respectively. Similarly, the φ − Ψ distribution for 3He and d in different pT bins

from minimum bias Au+Au collisions at
√
sNN = 39 GeV are shown in Fig. 4.14 and

Fig. 4.15, respectively.

4.2.7 Systematic Uncertainties

Systematic uncertainties on the v2 measurement are estimated by varying the track

cuts and the Z range to identify the light nuclei. In addition, two different detectors

are used to determine the event plane for the measurement of v2 of light nuclei.

The systematic uncertainties on the v2 for 3He+3He due to the variation of dca and

nHitsF it cut are of the order of 10% and 2% as shown in the Fig. 4.16 and Fig. 4.17,

respectively. An additional systematic uncertainty on the v2 for
3He+3He due to the
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Figure 4.12: φ−Ψ distribution for 3He in different pT bins from minimum bias Au+Au
collisions at

√
sNN = 200 GeV. Black curve is the fit to the φ−Ψ distribution.
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Figure 4.13: φ−Ψ distribution for d in different pT bins from minimum bias Au+Au
collisions at

√
sNN = 200 GeV. Black curve is the fit to the φ−Ψ distribution.
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Figure 4.14: φ − Ψ distribution for 3He in different pT bins from minimum bias
Au+Au collisions at

√
sNN = 39 GeV. Black curve is the fit to the φ−Ψ distribution.



133

Ψ - φ0 0.5 1 1.5 2 2.5 3

C
ou

nt
s

300

400

500

600

700

800

900

1000

 / ndf 2χ  8.165 / 3
p0        11.55± 661.4 
p1        0.01235± -0.004523 

 / ndf 2χ  8.165 / 3
p0        11.55± 661.4 
p1        0.01235± -0.004523 

 < 1.3 GeV/c
T

 p≤1.0 

Ψ - φ0 0.5 1 1.5 2 2.5 3

C
ou

nt
s

400

500

600

700

800

900

1000

1100

 / ndf 2χ    3.4 / 3
p0        12.53± 719.9 
p1        0.01245± 0.03277 

 / ndf 2χ    3.4 / 3
p0        12.53± 719.9 
p1        0.01245± 0.03277 

 < 1.6 GeV/c
T

 p≤1.3 

Ψ - φ0 0.5 1 1.5 2 2.5 3

C
ou

nt
s

400

500

600

700

800

900

1000

 / ndf 2χ  0.7844 / 3
p0        12.75± 651.9 
p1        0.01382± 0.01923 

 / ndf 2χ  0.7844 / 3
p0        12.75± 651.9 
p1        0.01382± 0.01923 

 < 1.9 GeV/c
T

 p≤1.6 

Ψ - φ0 0.5 1 1.5 2 2.5 3

C
ou

nt
s

300

400

500

600

700

800

900

 / ndf 2χ  3.288 / 3
p0        11.74± 566.2 
p1        0.0147± 0.02805 

 / ndf 2χ  3.288 / 3
p0        11.74± 566.2 
p1        0.0147± 0.02805 

 < 2.2 GeV/c
T

 p≤1.9 

Ψ - φ0 0.5 1 1.5 2 2.5 3

C
ou

nt
s

200

300

400

500

600

700

800

 / ndf 2χ  6.621 / 3
p0        10.58± 450.2 
p1        0.01656± 0.06136 

 / ndf 2χ  6.621 / 3
p0        10.58± 450.2 
p1        0.01656± 0.06136 

 < 2.6 GeV/c
T

 p≤2.2 

Ψ - φ0 0.5 1 1.5 2 2.5 3
C

ou
nt

s
100

150

200

250

300

350

400

450

500

 / ndf 2χ   4.74 / 3
p0        7.446± 277.3 
p1        0.01918± 0.03315 

 / ndf 2χ   4.74 / 3
p0        7.446± 277.3 
p1        0.01918± 0.03315 

 < 3.0 GeV/c
T

 p≤2.6 

Ψ - φ0 0.5 1 1.5 2 2.5 3

C
ou

nt
s

0

50

100

150

200

250

300

 / ndf 2χ   2.87 / 3
p0        5.001±   125 
p1        0.02851± 0.08163 

 / ndf 2χ   2.87 / 3
p0        5.001±   125 
p1        0.02851± 0.08163 

 < 3.5 GeV/c
T

 p≤3.0 

Ψ - φ0 0.5 1 1.5 2 2.5 3

C
ou

nt
s

0

10

20

30

40

50

60

70

80

90

100

 / ndf 2χ  4.677 / 3
p0        2.452± 30.06 
p1        0.05262± 0.1277 

 / ndf 2χ  4.677 / 3
p0        2.452± 30.06 
p1        0.05262± 0.1277 

 < 4.0 GeV/c
T

 p≤3.5 

Figure 4.15: φ−Ψ distribution for d in different pT bins from minimum bias Au+Au
collisions at

√
sNN = 39 GeV. Black curve is the fit to the φ−Ψ distribution.
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Figure 4.16: Left panel: Variation of v2 for
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√
sNN = 200 GeV. Right panel: Ratio of measured

v2 for 3He+3He with dca < 0.5 cm and dca < 1 cm.

variation of Z range is of the order of 5% as shown in the Fig. 4.18. The statistical

errors (> 15%) on v2 for 3He+3He is much larger than the estimated systematic

errors.

4.3 Results and Discussion

4.3.1 Elliptic Flow Results

The light nuclei (d, t and 3He+3He) differential elliptic flow, v2(pT ), measured in

Au+Au collisions at
√
sNN = 200 GeV for minimum bias (0−80%) collisions is shown

in the Fig. 4.19. The v2 of light nuclei measured by the STAR in year 2004 (run 4)

Au+Au 200 GeV are also shown for the comparison [16]. The errors are statistical

only. The v2 of d is measured in low pT (pT < 1 GeV/c) only, since there was no TOF

in run 7 Au+Au 200 GeV to improve particle identification at high pT . The measured

light nuclei v2 from run 7 Au+Au 200 GeV is consistent with the previous results

obtained from run 4 Au+Au 200 GeV with improved statistical uncertainties. The

negative v2 of d is observed in the low transverse momentum region. This negative v2

at low pT range is consistent with a large radial flow, as the Blast-Wave calculations

show [16]. That is because the large radial flow pushes low pT particles to high pT and

depleted low pT particles, predominantly in the event plane [17]. The v2 of t is shown



135

 (GeV/c)
T

p
0 1 2 3 4 5 6

2v

-0.1

0

0.1

0.2

0.3

0.4

0.5

He3He + 3

 25 cm≥nHitsFit 

 20 cm≥nHitsFit 

 (GeV/c)
T

p
0 1 2 3 4 5 6

 R
at

io
2v

0

0.5

1

1.5

2

 / ndf 2χ  0.009376 / 5

p0        0.01768± 1.017 

 / ndf 2χ  0.009376 / 5

p0        0.01768± 1.017 

Figure 4.17: Left panel: Variation of v2 for
3He+3He with the variation of nHitsF it

cut in minimum bias Au+Au collisions at
√
sNN = 200 GeV. Right panel: Ratio of

measured v2 for 3He+3He with nHitsF it ≥ 25 and nHitsF it ≥ 20.

 (GeV/c)
T

p
0 1 2 3 4 5 6

2v

-0.1

0

0.1

0.2

0.3

0.4

0.5

He3He + 3

Z: (-0.2,0.2)

Z: (-0.05, 0.2)

 (GeV/c)
T

p
0 1 2 3 4 5 6

 R
at

io
2v

0

0.5

1

1.5

2

 / ndf 2χ  0.05441 / 5

p0        0.04259± 1.049 

 / ndf 2χ  0.05441 / 5

p0        0.04259± 1.049 
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Figure 4.19: v2 as a function of pT for d(d), t, and 3He+3He from 0-80% of the
collision centrality in Au+Au collisions at

√
sNN = 200 GeV. The light nuclei v2

measured in run 4 Au+Au 200 GeV are shown in the plot as a comparison [16].

only for 0.3 < pT < 1.2 GeV/c. In future, high statistics data sets and good particle

identification using STAR TPC and TOF will allow us to study the pT dependence

of v2 for t(t).

Figure 4.20 shows v2 as a function of pT for d and 3He measured in Au+Au

collisions at
√
sNN = 39 GeV for minimum bias (0 − 80%) collisions. At lower pT

(pT < 1 GeV/c), v2 of d is measured using TPC only, where as at higher pT (1 <

pT < 4 GeV/c) both TPC and TOF are used. In case of 3He, only TPC is used for

the measurement of v2 in the range 1 < pT < 5 GeV/c. The v2 of p measured by the

STAR is also shown for the comparison [18].

The results with both v2 and transverse kinetic energy KET = mT −m , where

mT =
√

p2T +m2 scaled by the mass number (A) for Au+Au collisions at
√
sNN =

200 GeV are shown in the Fig. 4.21. As a comparison, the v2 of p and Λ + Λ are

superimposed on the plot [19]. The dotted line is a fit to the v2 of p using a fit
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Table 4.5: Fit parameters from the fit to the v2 of p in Au+Au collisions at
√
sNN =

200 GeV and 39 GeV.

Parameters Au+Au 200 GeV Au+Au 39 GeV
and χ2/ndf

n 3.0 (fixed) 3.0 (fixed)
a 0.0453 ± 0.0191 0.2854 ± 0.0432
b 0.3593 ± 0.0569 0.2221 ± 0.1133
c 0.080 ± 0.022 0.5059 ± 0.0652
d −3.307× 10−4 ± 1.548× 10−3 0.1158 ± 0.0372

χ2/ndf 0.938/24 7.46/11

function (NCQ inspired function [20]) as mentioned in the Eq. 4.12.

fv2(n) =
an

1 + exp(−(pT/n− b)/c)
− dn, (4.12)

where a, b, c, and d are free parameters and n is fixed at 3. The values of the

fit parameters n, a, b, c, and d as well as the χ2/ndf of the above mentioned fit

are listed in Table 4.5. The ratio of v2/A of 3He+3He to p is close to unity. This

suggests that the 3He(3He), d(d) and baryon v2 seem to follow the A scaling within

errors, indicating that the light nuclei are formed through the coalescence of nucleons

just before thermal freeze-out. Figure 4.22 shows the results with both v2 and KET

scaled by A for light nuclei in Au+Au collisions at
√
sNN = 39 GeV. The v2 of p is

superimposed on the plot [18], which is fitted with the same function as defined in

the Eq. 4.12. The values of the fit parameters as well as the χ2/ndf of this fit are

listed in Table 4.5. The data suggest v2 of 3He and d seem to follow a weak mass

number dependence in Au+Au collisions at
√
sNN = 39 GeV.

4.3.2 v2/nq vs KET/nq

Figure 4.23 and Figure 4.24 show v2/nq as a function of KET/nq for different hadrons

including the nuclei and antinuclei in minimum bias Au+Au collisions at
√
sNN =

200 GeV and 39 GeV, respectively. Here nq is the number of constituent quarks.

The value of nq used for d(d) and 3He(3He) are 6 and 9 respectively, to account for

their composite nature. The scaled results for v2 versus KET for the light nuclei

and antinuclei are consistent with the experimentally observed NCQ scaling of v2 for
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Figure 4.23: v2/nq as a function of KET/nq for different particles in minimum bias
Au+Au collisions at

√
sNN = 200 GeV. The inset is the ratio of 3He+3He to p+ p.

baryons and mesons [21]. This is also consistent with the picture that partonic collec-

tivity dominates the transverse expansion dynamics of the nucleus-nucleus collisions

at RHIC.

4.3.3 Centrality Dependence

The v2 of
3He integrated over the measured pT range (i.e. pT > 1.4 GeV/c ) has been

measured for three different centrality classes, 0 − 10%, 10 − 40% and 40 − 80% in

Au+Au collisions at
√
sNN = 200 GeV. The number of participants (Npart), number

of binary collisions (Nbin) and participant eccentricity (εpart) obtained from Glauber

calculation [22] for these three centrality bins are listed in Table 4.6. Figure 4.25

shows the integrated v2 of
3He as a function of centrality. The integrated v2 of

3He is

higher in peripheral collisions compared to the central collisions. Figure 4.26 shows the
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Figure 4.24: v2/nq as a function of KET/nq for different particles in minimum bias
Au+Au collisions at

√
sNN = 39 GeV.

Table 4.6: Initial geometric quantities for various collision centrality in Au+Au col-
lisions at

√
sNN = 200 GeV [22].

% cross section Npart Ncoll εpart

0-10 326± 6 939± 72 0.1054± 0.0001

10-40 173± 10 393± 47 0.2829± 0.0001

40-80 42± 7 57± 14 0.5343± 0.0002
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Figure 4.25: v2 as a function of centrality for 3He in Au+Au collisions at
√
sNN =

200 GeV. The shown errors are statistical only.
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Figure 4.26: v2/ε as a function of centrality for different particles in Au+Au collisions
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√
sNN = 200 GeV [22], the 3He value is scaled down by a factor of 3. The errors

shown here are statistical only.

centrality dependence of the ratio of the integrated v2 over the eccentricity (v2/εpart)

for charged hadrons, K0
s , φ, Λ, Ξ and 3He in Au+Au collisions at

√
sNN = 200 GeV.

The v2 of 3He is integrated over the measured pT range (i.e. pT > 1.4 GeV/c ) and

scaled down by a factor of 3. To calculate integrated v2 of identified particles (K0
s ,

φ, Λ, and Ξ) including charged hadrons, the v2(pT ) were integrated over pT weighted

with the yield distribution from functions fitted to their respective spectra [22]. This

ratio (v2/εpart), to some extent, reflects the strength of the collective expansion. For

more central collision, the larger value of this ratio for 3He, along with other hadrons,

indicates a stronger collective expansion.
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4.3.4 Blast-Wave Model and Mass Dependence

The Boltzmann-Gibbs Blast Wave (BGBW) model is a hydrodynamically motivated

model with a compact set of parameters of temperature (T ), flow velocity (β), and

flow profile (ρ), which can describe the transverse momentum (pT ) distributions

of particles with different masses [6, 11]. This model calculates particle production

properties by assuming the particles are emitted thermally on top of a expanding fire-

ball after the collision. This BGBW model gives quantitative predictions for different

observables such as transverse momentum spectra, elliptic flow, and Hanburry-Brown-

Twiss (HBT) radii [7]. However, such BGBW descriptions have limitations [8]. So,

the Tsallis statistics [10] has been implemented in the Blast-Wave model (TBW) and

applied successfully to describe the identified particle spectra and v2 at mid-rapidity

at RHIC [8, 9]. In TBW model, the sources of particle emission is changed from a

Boltzmann distribution to a Tsallis distribution in the Blast-Wave model. We have

used the same TBW model as in Ref. [9] for our study:

dN

mTdmTdφ
∝ mT

∫ 2π

0

dφs

∫ +Y

−Y

dy cosh(y)×
∫ R

0

rdr(1 +
q − 1

T
ET )

−1/(q−1),

where the transverse energy ET = mT cosh(y) cosh(ρ) − pT sinh(ρ) cos(φb − φ), the

flow profile in transverse rapidity

ρ =
√

(r cos (φs)/RX)2 + (r sin (φs)/RY )2(ρ0 + ρ2 cos (2φb)),

and tan (φb) = (RX/RY )
2 tan (φs) relates the azimuthal angle of the coordinate space

(φs) to the angle of the flow direction (φb) of the emitting source. The parameter q

characterizes the degree of non-equilibrium. Figure 4.27 and Figure 4.28 show the

TBW fit to the pT spectra and v2 of identified particles (π,K, and p) in minimum

bias Au+Au collisions at
√
sNN = 200 GeV, respectively. The pT spectra and v2

experimental data used for fitting are obtained from Refs. [11, 29, 19, 22]. The

BW fitting parameters for the minimum bias data are listed in Table 4.7. The BW

parameters obtained from the fits are used to predict the d, d, 3He and 3He spectra

and v2. The BW predictions and the experimental data for light nuclei agree with

each other within the acceptable deviations.

The < pT > for identified particles π, p and φ are calculated using the Levy

function fits to their corresponding pT spectra, where as in case of 3He the exponetial

function is used. The integrated elliptic flow (< v2 >) is calculated by convoluting
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at

√
sNN = 200 GeV. The symbols represent experiment data points. The curves

represent the TBW fit for the hadrons. The curves for the light nuclei are the TBW
prediction using parameters from the fit to other hadrons.

Table 4.7: Values of parameters and best χ2 from TBW fit to identified particle pT
spectra and v2 in minimum bias Au+Au collisions at

√
sNN = 200 GeV.

T (MeV) q ρ0 ρ2
RX

RY
χ2/ndf

88.3 1.049 0.86 0.054 0.89 512.6

± 1.2 ± 0.003 ± 0.013 ± 0.001 ± 0.002 /137
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the differential v2(pT ) with the transverse momentum spectra as:

< v2 >=

∫

v2(pT )dN/dpTdpT
∫

dN/dpTdpT
. (4.13)

To calculate the < v2 > for 3He and other identified particles each v2(pT ) distri-

bution is fitted with the function as mentioned in Eq. 4.12, which was inspired by

parameterizations of quark number scaling [20]. Since the pT spectra and v2(pT )

measurements are restricted to a limited pT range due to the available statistics, ex-

trapolations down to pT = 0 GeV/c and up to higher pT are made. The statistical

errors in < pT > and < v2 > are calculated by taking lower and upper limit of errors

on the fitting parameters. An error band of 5% is assumed for BW predicted < pT >

and < v2 > for 3He and other identified particles. The mass dependence of mean

v2 and mean transverse momenta (< pT >) for identified particles (π,K, p, φ, d and

3He) in minimum bias Au+Au collisions at
√
sNN = 200 GeV and the predictions

from the Blast-Wave (BW) model are shown in Fig. 4.29. The v2 of 3He integrated

over the measured pT range (i.e. pT > 1.4 GeV/c ) from FTPC event plane is shown

for the comparison. Both v2 and < pT > trends are consistent with expectations

from Blast-Wave model fit. The v2 values up to 3He mass has reasonable agreement

within the BW formalisim, but differences seen in < pT > beyond φ meson mass.

4.3.5 Collision Energy Dependence

The collision energy dependence of v2(pT ) for the light nuclei (d(d) and 3He(3He))

is studied by comparing the results from minimum bias Au+Au collisions at
√
sNN

= 200 GeV and 39 GeV as shown in Fig. 4.30. As a comparison, the p v2 from

minimum bias Au+Au collisions at
√
sNN = 200 GeV and 39 GeV are superimposed

on the plot [18, 19]. Due to the limited statistics in the Au+Au 200 GeV and 39

GeV data set, the statistical errors on v2 of light nuclei are large. Within the large

statistical uncertainties, the v2 of light nuclei seems to be consistent in these two

different collision energies.
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4.3.6 Dynamical Coalescence Model

The light nuclei and antinuclei are formed through coalescence of nucleons and antin-

ucleons in the relativistic heavy ion collisions [2, 3, 4]. A popular model for describing

the production of light clusters in heavy ion collisions is the dynamical coalescence

model, which has been used extensively at both intermediate [30, 31] and high ener-

gies [32, 33]. In this model, the probability for producing a cluster is determined by

the overlap of its Wigner phase-space density and the nucleon phase-space distribu-

tion at freeze-out. The multiplicity of a M-nucleon cluster in a heavy ion collision is

given by

NM = G

∫

dri1dqi1 ...driM−1
dqiM−1

× 〈
∑

i1>i2>...>iM

ρWi (ri1qi1 ...riM−1
qiM−1

)〉 (4.14)

where ri1 ...riM−1
and qi1 ...qiM−1

are, respectively, the M-1 relative coordinates and

momenta in the M-nucleon rest frame, ρWi is the Wigner phase-space density of the

M-nucleon cluster, and 〈...〉 denotes the event averaging. The spin-isospin statistical

factor G is 3/8 for d and 1/3 for t and 3He [31].

For light nuclei, the Wigner phase-space densities are obtained from their internal

wave functions, which are taken to be those of a spherical harmonic oscillator [34, 35],

ψ = (3π2b4)−3/4exp(−ρ
2 + λ2

2b2
) (4.15)

The Wigner phase-space densities are then given by

ρW = 82exp(−ρ
2 + λ2

b2
)exp(−(k2

ρ + k2
λ)b

2) (4.16)

where (ρ, λ) and (kρ,kλ) are the relative coordinates and momenta, respectively. The

parameter b is determined to be 1.96 fm for d, 1.61 fm for t and 1.74 fm for 3He from

their measured root-mean-square radii [36, 37].

The coordinate and momentum space distributions of nucleons at freeze-out are

taken from a multiphase transport (AMPT) model within the string melting sce-

nario [38]. The parton scattering cross section of 10 mb has been used in the model.

The AMPT model is a hybrid model that uses minijet partons from hard processes

and strings from soft processes in the Heavy Ion Jet Interaction Generator (HIJING)

model [39] as the initial conditions for modeling heavy ion collisions at ultrarela-

tivistic energies. Scatterings among partons are modeled by Zhang’s parton cascade
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(ZPC) [40] model, which at present includes only two-body scatterings with cross sec-

tions obtained from the pQCD with screening masses. In the default AMPT model,

partons are recombined with their parent strings when they stop interacting, and

the resulting strings are converted to hadrons using the Lund string fragmentation

model as implemented in the PYTHIA program [41]. The final state hadronic scat-

terings are modeled by a relativistic transport (ART) model [42]. Since the initial

energy density in heavy ion collisions at RHIC is much larger than the critical en-

ergy density at which the hadronic matter to QGP transition would occur [43, 44],

the AMPT model has been extended by converting initial excited strings into par-

tons [45]. In this string-melting scenario, hadrons that would have been produced

from string fragmentation are converted instead to their valence quarks and/or an-

tiquarks. Interactions among these quarks are again described by the ZPC parton

cascade model. Since inelastic scatterings are at present not included, the resulting

partonic matter consists of only quarks and antiquarks from melted strings. To take

into account the effect of stronger scattering among gluons if they were present, the

scattering cross sections between quarks and antiquarks are taken to be the same as

those for gluons. These quarks and antiquarks are converted to hadrons when they

stop scattering with other partons. The transition from partonic matter to hadronic

matter is achieved using a simple coalescence model, which combines the two nearest

quark and antiquark into mesons and three nearest quarks or antiquarks into baryons

or antibaryons that are close to the invariant mass of these partons. Details of the

AMPT model can be found in Ref. [38]. Figure 4.31 shows v2 as a function of pT for p,

d(d) and 3He+ 3He in minimum bias Au+Au collisions at
√
sNN = 200 GeV. The v2

of p, d(d), and 3He(3He) are well described by the dynamical coalescence model [33],

which indicates that the light nuclei and antinuclei are formed through coalescence

of nucleons and antinucleons.
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Chapter 5

Search for Anti-Alpha

5.1 Introduction

Ultrarelativistic heavy ion collisions can produce high temperature and high energy

density matter, similar to the big bang at the beginning of the universe. In both

cases, matter and antimatter are formed with comparable abundance. However, it

is still a mystery how this matter-antimatter symmetry got lost in the evolution

of the universe with no significant amount of antimatter apparently being present.

Nuclei are abundant in the universe today, but antinuclei heavier than antiproton have

been observed only as rare products of interactions at particle accelerators [1, 2].

The antimatter helium-4 nucleus (4He), also known as the anti-α, consists of two

antiprotons and two antineutrons. It has not been observed previously, although

the α particle was identified a century ago by Rutherford. The relatively short-lived

expansion in nuclear collisions allows antimatter to decouple quickly from matter,

and avoid annihilation. Thus, the high energy accelerator of heavy nuclei provides a

favorable environment for producing and studying antimatter.

5.2 Methods for Searching Anti-Alpha

In year 2007 (run 7) Au+Au 200 GeV, STAR’s main TPC [3] was used for tracking

and identification of charged particles. Measurements of the ionization energy loss

(dE/dx) of charged tracks in the TPC gas are used to identify the light nuclei such as
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Figure 5.1: TPC dE/dx as a function of rigidity. Different color lines are expected
dE/dx values for different charged tracks predicted by the Bichsel function [4]. The
two 4He candidates are encircled by an ellipse.
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Table 5.1: Track selection criteria for identification of light nuclei.

Cut Description Value

|η| < 1.0

dca < 1.0 cm

nHitsF it ≥ 25

nHitsF it/nHitsPoss > 0.52 and < 1.05

pT > 0.15 GeV/c

d, t, 3He, 4He, and their antiparticles. The TPC tracks used in the present analysis

are primary tracks. To select good tracks, various quality cuts are required to be

applied to each track measured in the TPC. The track quality cuts are presented in

Table 5.1. In order to have uniform detector performance, a pseudorapidity cut of

|η| < 1.0 is applied in the data. To avoid admixture of tracks from secondary vertices,

a constraint is imposed on the distance of closest approach (dca) between each track

and the event vertex. The multiple counting of split tracks is avoided by requiring

all tracks to have a minimum number of 25 fit points used in the reconstruction of

the track. The effect of track splitting is minimized by further requiring that the

number of fit points is more than half the number of total possible hit points for a

track. Tracks can have a maximum of 45 hits in the TPC. The low momentum tracks

(pT ≤ 0.15 GeV/c) can not traverse the entire TPC due to their large track curvature

inside the solenoidal magnetic field. So, those tracks are avoided by requiring all

tracks to have pT > 0.15 GeV/c.

Figure 5.1 shows the ionization energy loss (dE/dx) of charged tracks as a function

of rigidity (rigidity = momentum/charge) measured by the TPC. It can be seen that

the light nuclei (d, t, 3He, and 4He) and their antiparticles can be identified very well

using TPC. A distinct band of positive particles centered around the expected value

for 4He (red line) is shown in Fig. 5.1. This indicates that the detector is well-

calibrated. For rigidity around −1 GeV/c, two negative particles are particularly

well separated from the 3He band and are located very close to the expected dE/dx

line for 4He. These two tracks are considered as the anti-α (4He) candidates, which

are encircled by an ellipse in the Fig. 5.1. At high momentum, the dE/dx values
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Table 5.2: Track information of the two 4He candidates in year 2007 minimum bias
Au+Au collisions data at

√
sNN = 200 GeV.

Variables Track A Track B
Run Id 8112087 8127001
Event Id 22394 31049
RefMult 271 410

Vertex (cm) (0.466, -0.142, 5.331) (0.484, -0.181, -3.399)
Track Id 425 1250

Pseudorapidity (η) 0.530 -0.114
φ (radian) -1.926 -0.432
dca (cm) 0.244 0.626
nHitsFit 33 27
nHitsdEdx 22 18

|rigidity| (GeV/c) 0.945 0.969
dE/dx (GeV/cm) 4.299× 10−5 4.203× 10−5

of 3He and 4He merge. So, the Time-of-Flight (TOF) system is needed to separate

these two species, which was not fully installed at STAR in the year 2007.

5.3 Anti-Alpha Candidates

The detailed track information about these two anti-α candidates, denoted as Track

A and Track B, produced in run 7 minimum bias Au+Au collisions at
√
sNN = 200

GeV, are listed in Table 5.2. The validity of all the track information of these two

anti-α candidates have been checked. The two anti-α tracks, Track A and Track

B, are displayed in the STAR event display as shown in the Fig. 5.2 and Fig. 5.3,

respectively. The STAR event display is an interface to draw a three-dimensional

picture of an event in the STAR detector geometry. The two anti-α candidates are

clearly visible in the STAR event display.

Along with these two 4He candidates, there are another 16 4He candidates have

been observed in run 10 Au+Au collisions at
√
sNN = 200 GeV and 62 GeV [5]. In

run 10 Au+Au collisions, full coverage of TOF was installed at STAR. Hence, both

TPC and TOF were used for the identification of 4He. The top two panels of Fig. 5.4

shows the dE/dx (in units of multiples of σdE/dx, nσdE/dx
) as a function of calculated
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Figure 5.2: Tracks in TPC from an event which contains first 4He candidate (Track
A) are shown in STAR event display with the beam axis normal to the page (left)
and with the beam axis horizontal (right). The 4He candidate is highlighted in bold
red line.
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Figure 5.3: Tracks in TPC from an event which contains second 4He candidate (Track
B) are shown in STAR event display with the beam axis normal to the page (left)
and with the beam axis horizontal (right). The 4He candidate is highlighted in bold
red line.
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mass for negatively (first panel) and positively (second panel) charged particles. Here,

σdE/dx is the r.m.s. width of the dE/dx distribution for 4He or 4He. The mass of the

particle is calculated as

m = (p/c)
√

(t2c2/L2 − 1), (5.1)

where t is the time of flight, L is the path length, and c is the speed of light. In the

second panel, 4He particles cluster around nσdE/dx
= 0 and mass = 3.73 GeV/c2, the

appropriate mass for 4He. A similar but smaller cluster of particles can be found in

the first panel for 4He. The bottom panel shows the projection onto the mass axis

of the top two panels for particles with nσdE/dx
of -2 to 3. There is clear separation

between 3He and 4He mass peaks. There are 16 counts for 4He observed in run 10

Au+Au collisions at
√
sNN = 200 GeV and 62 GeV. The combined measurements of

energy loss and the time of flight allow a clean identification of 4He.

5.4 Blast-Wave Model Prediction and Invariant Yield

As described in section 4.3.4 of chapter 4, the Tsallis statistics in a Blast-Wave model

(TBW) has been implemented to describe the identified particle spectra and v2 at

mid-rapidity at RHIC [8, 9]. We have used the same TBW model as described in

Ref. [8], to predict the transverse momentum spectra of light nuclei. In this TBW

model, the sources of particle emission is changed from a Boltzmann distribution to

a Tsallis distribution in the Blast-Wave model:

dN

mTdmT

∝ mT

∫ +Y

−Y

cosh(y)dy

∫ +π

−π

dφ

×
∫ R

0

rdr(1 +
q − 1

T
(mT cosh(y) cosh(ρ)− pT sinh(ρ) cos(φ)))−1/(q−1),

(5.2)

where ρ = tanh−1(βs(
r
R
)n) is the flow profile growing as n-th power from zero at

the center of the collisions to βs at the hard-spherical edge (R) along the transverse

radial direction (r), and β = βs/(1 + 1/(n + 1)) is the average flow velocity and βs

is the maximum flow velocity. We have used n = 1 for this study. The parameter q

characterizes the degree of non-equilibrium and T is the temperature.

The TBW fit has been done for the spectra of identified particles that include π±,

K±, p, p̄, φ, Λ, Λ̄, Ξ, and Ξ̄ [8]. The fit parameters and χ2/ndf are listed in Table 5.3.
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Figure 5.4: The top two panels show the dE/dx in units of multiples of σdE/dx,
nσdE/dx

, of negatively charged particles (first panel) and positively charged particles
(second panel) as a function of mass measured by the TOF system. The masses of
3He (3He) and 4He (4He) are indicated by the vertical lines at 2.81 GeV/c2 and
3.73 GeV/c2, respectively. The horizontal line marks the position of zero deviation
from the expected value of dE/dx (nσdE/dx

= 0) for 4He (4He). The rectangular

boxes highlight areas for 4He (4He) selections : −2 < nσdE/dx
< 3 and 3.35GeV/c2 <

mass < 4.04GeV/c2 (corresponding to a ±3σ window in mass). The bottom panel
shows a projection of entries in the upper two panels onto the mass axis for particles
in the window of −2 < σdE/dx < 3.
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Table 5.3: Values of parameters from TBW fit to identified particle transverse spectra
for different centralities in Au+Au collisions at

√
sNN = 200 GeV. Quoted errors are

quadratical sum of statistical and uncorrelated systematic errors.

centrality β T (GeV) q − 1 χ2/ndf

0-10% 0.470±0.009 0.122±0.002 0.018±0.005 130/125

10-20% 0.475±0.008 0.122±0.002 0.015±0.005 119/127

20-40% 0.441±0.009 0.124±0.002 0.024±0.004 159/127

40-60% 0.282±0.017 0.119±0.002 0.066±0.003 165/135

60-80% 0+0.05
−0 0.114±0.003 0.086±0.002 138/123
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Figure 5.5: The transverse momentum spectra for identified particles including light
nuclei (d(d), 3He(3He), and 4He(4He)) in 0-10% Au+Au collisions at

√
sNN = 200

GeV. The spectra for light nuclei are predicted by TBW model using parameters from
the fit to other hadrons.
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Table 5.4: Values of yield ratios from TBW model in 0-10% Au+Au collisions at√
sNN = 200 GeV.

Centrality
4He(3−4 GeV/c)
4He(0−8 GeV/c)

3He(2.25−3 GeV/c)
3He(0−8 GeV/c)

4He/3He(pT /|B|=0.875 GeV/c)
4He/3He(0−8 GeV/c)

0-10% 0.215 0.212 1.014

These parameters from TBW fits are used to predict the d, 3He and 4He spectra.

Figure 5.5 shows the pT spectra from TBW model for identified particles including

light nuclei (d(d), 3He(3He), and 4He(4He)) in 0-10% Au+Au collisions at
√
sNN

= 200 GeV. Similarly, the pT spectra in other centralities have been obtained for

light nuclei. The minimum bias spectra are obtained from the number of participant

(Npart) weighted sum of the corresponding spectra in each centrality bin. The yield

ratio of 4He and 3He are obtained in a pT per baryon number window centered at

pT/|B| = 0.875 GeV/c with a width of 0.25 GeV/c and for the whole range of pT/|B|,
which differ by only 1%. Ratios calculated by TBW model in 0-10% Au+Au collisions

at
√
sNN = 200 GeV are listed in Table 5.4.

The observed counts are used to calculate the antimatter yield with appropriate

normalization (the differential invariant yield) in order to compare with the theoretical

expectation. The calculated ratios are 4He/3He = (3.0 ± 1.3(stat)+0.5
−0.3(sys)) × 10−3

and 4He/3He = (3.2±2.3(stat)+0.7
−0.2(sys))×10−3 for central Au+Au collisions at

√
sNN

= 200 GeV. The differential yields (d2N/(2πpTdpTdy)) for 4He(4He) are obtained

by multiplying the ratio of 4He/3He (4He/3He) with the 3He (3He) yields [12].

Figure 5.6 shows the exponential [13] invariant yields versus baryon number in 200

GeV central Au+Au collisions. Empirically, the production rate reduces by a factor

of 1.6+1.0
−0.6 × 103 (1.1+0.3

−0.2 × 103) for each additional antinucleon (nucleon) added to the

antinucleus (nucleus). This general trend is expected from coalescent nucleosynthesis

models [14], originally developed to describe production of antideuterons [15], as well

as from thermodynamic models [16].
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Figure 5.6: Differential invariant yields as a function of baryon numberB, evaluated at
pT/|B| = 0.875 GeV/c, in central 200 GeV Au+Au collisions. The lines represent fits
with the exponential formula ∝ e−r|B| for positive and negative particles separately,
where r is the production reduction factor. Errors are statistical only. Systematic
errors are smaller than the symbol size, and are not plotted.
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5.5 Summary

We have shown that 4He exists, and have measured its rate of production in nu-

clear interactions. This provides a benchmark for possible future observations of 4He

in cosmic radiation. Barring a new breakthrough in accelerator technology, or the

discovery of a completely new production mechanism, it is likely that the 4He will

remain the heaviest stable antimatter nucleus observed in the foreseeable future.
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Chapter 6

Conclusion

The present thesis shows some interesting data on particle production, particularly

involving π and φ meson in d+Au collisions and light nuclei (d, t, 3He and 4He)

in Au+Au collisions at RHIC. The first set of results correspond to production of

φ mesons and pions in d+Au collisions at
√
sNN = 200 GeV. The data set used for

this study was taken in the year 2008 with significantly reduced material (∼1/10)

and high statistics (∼3) compared to previous runs at RHIC. The φ mesons were

reconstructed via their hadronic decay channel φ→ K+K−. Both decay daughters of

φ meson (K+ and K−) and pions are identified using the Time Projection Chamber

(TPC). The transverse momentum spectrum for φ meson in 0-20% d+Au collisions is

found to be well described by a Levy function. This is mainly due to the power-law

tail at intermediate and high pT .

We have studied the nuclear modification factor (RdAu) of the φ meson and com-

pared it to those of π, K and p in central d+Au collisions. This has been done in order

to understand the particle species dependence of Cronin effect. This is also expected

to shed some light on the initial conditions reached in the d+Au collisions at RHIC.

For φ meson, RdAu is found to increase with pT going above unity and is seen to be

higher than RAuAu at intermediate pT . This enhancement of RdAu of φ meson at the

intermediate pT is associated with the Cronin effect which can result from either mo-

mentum broadening due to multiple soft (or semi-hard) scattering in initial state, or

final state interactions as suggested in the recombination models. These mechanisms

also lead to different particle species (baryon/meson) and/or mass dependence in the

170
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nuclear modification factors. In the intermediate pT (2.5 < pT < 4 GeV/c), RdAu of

φ meson has been found to follow closely the same for other mesons. However, we

need a further high precision measurement of RdAu to differentiate very well between

different particles and particle production scenarios.

The rapidity asymmetry (YAsym) of φ meson has also been studied in the most

central d+Au collisions. This has been done to understand the particle production

mechanism in forward (d going side) and backward rapidities (Au going side). The

YAsym for φ meson is found to be greater than unity in the measured pT region for

both |y| < 0.5 and 0.5 < |y| < 1. Similar to other hadrons, the YAsym for φ meson in

the d+Au collisions is found to be larger for 0.5 < |y| < 1 than for |y| < 0.5. This

indicates the presence of some rapidity dependent nuclear effects. However, there is

no strong particle type dependence observed for YAsym in the measured pT region.

In addition, we have presented some results on pion production at mid-rapidity

from d+Au collisions at
√
sNN = 200 GeV. The transverse momentum spectra for π−

and π+ at mid-rapidity (|y| < 0.1) have been obtained in 0-20% d+Au collisions at
√
sNN = 200 GeV. The spectra for π− and π+ are well described by the Bose-Einstein

function. The average transverse momenta < pT > of π− and π+ have been extracted

from the spectra and are found to be 0.371 ± 0.003 and 0.371 ± 0.002, respectively.

Similarly, the integrated particle multiplicity densities dN/dy of π− and π+ have been

extracted from the spectra and are found to be 8.72±0.36 and 8.74±0.33, respectively.

Within the statistical and systematic uncertainties, these data are consistent with the

same obtained from previous measurements at the STAR experiment. The < pT > of

pions in central d+Au collisions is found to be larger than that in peripheral Au+Au

collisions. This can be due to jets, kT broadening, and multiple scattering, because

these effects can be stronger in d+Au collisions than in peripheral Au+Au collisions.

However, the larger value of < pT > as obtained in central Au+Au collisions in

comparison with the same for central d+Au collisions, can be due to other effects

that include transverse radial flow, thermodynamic pressure, and some contributions

from (semi-)hard scattering.

The next set of results correspond to the production of light nuclei such as d, t

and 3He. The v2 of light nuclei has been measured in Au+Au collisions at
√
sNN

= 200 GeV and 39 GeV, using the standard event plane method. The measured
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v2 for d(d) and 3He(3He) as a function of transverse momentum pT is found to

follow an approximate atomic mass number (A) scaling. The v2 values for light

nuclei are further found to scale with the number of constituent quarks (NCQ) of

their constituent nucleons and are consistent with NCQ scaled v2 for baryons and

mesons. This indicates that partonic collectivity dominates the expansion dynamics

of the nucleus-nucleus collisions at RHIC. A negative v2 is observed for d in the low

transverse momentum region. This negative v2 at low pT is consistent with a large

radial flow. Such a radial flow is expected to push low pT particles to high pT region

resulting in a depletion in the number of low pT particles, predominantly in the event

plane.

The centrality dependence of v2 for light nuclei has been studied and compared

those with that for other hadrons in Au+Au collisions at
√
sNN = 200 GeV. An

increase of pT integrated v2 scaled by the participant eccentricity as a function of

collision centrality has been observed for 3He + 3He similar to other hadrons. This

behavior indicates a stronger collective expansion for more central collision. We have

studied the mass dependence of average transverse momentum (< pT >) and the

average v2 and compared those with Tsallis Blast-Wave (TBW) model predictions.

Both v2 and < pT > trends are consistent with expectations from a TBW model fit.

A dynamical coalescence model calculation has been carried out for the v2 of light

nuclei in Au+Au collisions at
√
sNN = 200 GeV. In this model, the probability for

producing a cluster is determined by the overlap of its Wigner phase-space density and

the nucleon phase-space distribution at freeze-out. The coordinate and momentum

space distributions of nucleons at freeze-out are taken from a multiphase transport

(AMPT) model within the string melting scenario. The measured v2 of light nuclei

in Au+Au collisions at
√
sNN = 200 GeV are in good agreement with the dynamical

coalescence model calculation.

In search for heavier antimatter nuclei, we have presented some interesting data

on the observation of the antimatter helium-4 nucleus, also known as the anti-α (α)

in the STAR experiment at RHIC. The anti-α consisting of two antiprotons and two

antineutrons, is the heaviest observed antinucleus to date. In total 18 4He counts

were detected at the STAR experiment in 109 recorded Au+Au collisions at
√
sNN =

200 GeV and 62 GeV. Two 4He counts out of those 18 counts, are observed in the year
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2007 Au+Au collisions at
√
sNN = 200 GeV and forms a part of this thesis. These

two candidates are identified by measuring the mean energy loss per unit track length

(〈dE/dx〉) in the TPC gas. The Tsallis Blast-Wave (TBW) model calculation has

been done to predict the transverse momentum spectra for anti-α in Au+Au collisions

at
√
sNN = 200 GeV. The observed 4He yield is consistent with expectations from

thermodynamic and coalescent nucleosynthesis models. This provides an indication

of the production rate of even heavier antimatter nuclei and a point of reference for

possible future observations in cosmic radiation.
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